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ABSTRACT

Visual inspection system of various manufactured geometries is widely adopted in industry whereas
the inspection system’s intelligence is yet to be improved. Mixing of various geometries is a common
problem in coating industry and the inspection is carried out manually. This paper gives a framework
for classifying the mixed parts from the images captured without prior information of geometries.
The parts were segmented from the image using Otsu method followed by morphological operations.
Then the borders were extracted and smoothened by Fourier approximation. The touching objects
were separated using curvature analysis. Features such as area and skeleton were extracted from
the individual parts. The geometries were then classified by k–means clustering successfully. The
developed algorithm works for a variety of geometries and is independent of translation and rotation
of the parts.

Keywords: shape classification, convex-touching objects, machine vision, inspection.

1. INTRODUCTION

Inspection of manufactured parts is of major impor-
tance due to implementation of stringent quality-
control measures in industry. Many automobile parts
such as nut, bolt, armature, etc. have to be chrome
coated before assembling. Such small parts with vari-
ous geometries are processed in bulk quantities. Ide-
ally there should be unique geometry for each batch
or lot. Due to manual transport few parts may remain
in the coating instrument resulting in mixing of pre-
vious lot geometries with the current one. Geometries
that do not belong to the currently inspected geome-
try (novelty part) have to be rejected during inspec-
tion in coating industries. Currently the inspection
is carried out manually which is expensive and inac-
curate. In this work, a computer aided vision based
inspection method for novelty detection for various
geometry profiles is proposed, which has advantages
like speed, low-cost, repeatability and reliability. The
problems associated with the automatic inspection of
novelty part using machine vision method are

• Each part cannot be individually checked as the
quantum of output is high. Also the parts cannot
be constrained in a fixed position.

• The parts may be touching. The touching parts
will give wrong segmentation which in turn
affects the understanding of the geometrical
properties.

• The coated part’s geometry may not be always
same for all the lots thereby requiring the sys-
tem to work in an unsupervised way.

• The shape feature extraction from the seg-
mented image has to be robust enough to cap-
ture the differences in the shape profile of
components.

Hence the solution is not trivial and many state-of-
the art geometry based vision techniques should be
combined to form an inspection framework.

Machine vision inspection is carried out to mea-
sure dimensions or to identify surface defects.
For dimensional measurement, the ground truth is
defined for a specific part or can be fed by a CAD
model [11]. A generic system for detecting defec-
tive objects is difficult because most systems often
require prior learning specific to the task. Many
supervised learning methods have been tested for
classification of defective pieces [26].
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Novelty classification was carried out in a super-
vised way trained by defect free sample. This kind
of training is necessary only when there is less num-
ber of training samples. Unsupervised classification
is necessary for a novelty system to be applied to all
systems. Such unsupervised classification is carried
out using self-organising map [19].Processing multi-
ple objects at a time poses the problem of touching
in segmentation [15]. Touching parts have to be split
after segmentation. Different approaches were tried
in the literature based on concavity [7,10,23], water-
shed [14,22,25], mathematical morphology [6], global
minimization [1], ellipse-fitting [2,9,27] and elliptic
Fourier approximation [15,16]. Defective fruits were
classified on the basis of shape [5].

A majority of machine vision systems assumes the
parts to be constrained. A generic algorithm for auto-
mated visual inspection with unconstrained position
of geometries is a long requirement in the industry
[17]. Such algorithms should be invariant to trans-
lation and rotation of the parts. Since the geometry
that is considered for inspection is not known, an
unsupervised shape classification has been proposed
in this paper. The problem considered here is unique
as the requirement is to inspect unconstrained touch-
ing geometries in an unsupervised way considering
robust shape features.

2. DEVELOPMENT OF INSPECTION FRAMEWORK

The parts have to be segmented from the back-
ground and then the touching objects have to be
separated. From the image with separated parts, cer-
tain shape features have to be extracted. With those
features, the parts have to be clustered as novelty
and non-defective without any priori information. The

techniques used at each step are summarized as a
flowchart in Fig. 1.

2.1. Image Capture

Images of various combinations of different geome-
tries were captured in a laboratory image acquisition
setup (Fig. 2(a).). A ring white LED light was used as
illumination for the image acquisition. Various parts
collected from coating industry such as nut, bolt,
armature, screws along with few novelty parts were
captured as colour images. Fig. 2(b). shows one such
image with nuts as non-defective and screws as a
novelty part. The background was kept as black to
avoid shadows in the image. The aperture was main-
tained small to reduce specular reflections from the
reflective coatings.

2.2. Segmentation and Morphological Operations

Segmentation of the objects from the background can
be achieved by various methods [18,28]. In this paper
the segmentation of the parts from the background
is carried out using Otsu method [20]. Otsu method
automatically finds the threshold by minimizing the
intra class variance of the histogram. Otsu method
was observed to be accurate for this application. A
binary image is obtained by applying the threshold
determined by Otsu method (Fig. 3(a).). The binary
image obtained is further subjected to morphologi-
cal operations such as closing, opening and filling [8]
to remove the noise and the operations are shown in
Fig. 3(b-d).

2.3. Border Smoothening

Shape based algorithms [7,24] otherwise known as
clump splitting algorithms split the touching objects

Fig. 1: Flowchart of the inspection framework.

Fig. 2: Image acquisition: (a) Laboratory setup, and (b) Image with novelty parts.
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Fig. 3: Image segmentation: (a) Otsu segmentation, (b) Closing operation, (c) Opening operation, and (d) Filling
operation.

by finding the concave points. Error in finding concave
points due to improper segmentation affects the effi-
ciency of clump splitting. Watershed based methods
[14,25] are found to be satisfactory for some unique
applications. Watershed segmentation is less efficient
producing over segmentation when the change in gra-
dient of the two touching objects is low. Various
morphological operators in different sequences were
experimented on the image to split the objects [6]. A
long chain of objects reduces the efficiency of mor-
phological operators. The global minimization based
method [1] is not satisfactory except few cases. The
lesser the gradient of the objects the more the min-
imization method will fail in splitting. Ellipse fitting
method [2,9] is followed to fit the objects thereby
achieving split which is time consuming. Obviously
the algorithm accuracy decreases as the object devi-
ates from the shape of an ellipse or a circle. A combi-
nation of watershed and concavity is time consuming
[29]. Elliptic Fourier approximation based technique
[15,16] is robust, fast and can handle large input with
varied geometrical features. Elliptic Fourier approxi-
mation was tested on plastic bottles and grain ker-
nels. In this work elliptic Fourier approximation is
used to separate the touching objects.

In the segmented binary image, few parts (appear-
ing as white blobs) are touching (Fig. 3(d).). These
blobs have to be separated assuming that they touch
convexly. The curvature at those touching points sig-
nificantly differs from rest of the points on the border
of the white blobs. To obtain the curvature, a smooth
border is needed. To transform the blobs with a
smooth border the following procedure was followed.
The boundaries were extracted from the binary image
using the canny edge operator [4]. Fig. 4(b). shows the
edge of single blob.

The shape signature of the boundaries can be
described by elliptic Fourier descriptor. The chain
code was calculated from the boundary image. The
chain code was converted to Fourier domain by Fast
Fourier Transform. The Fourier series of the border is
given by Eqn. (1)
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)
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Where N is the number of harmonics in Fourier
approximation, A0 and C0 are coefficients of zero
frequency.

Various percentages of the frequencies were
retained while it is converted to chain code by
Inverse Fast Fourier Transform as shown in Fig. 4(c-
e). The chain code was converted back to binary
image with smoothened borders. By eliminating the
high frequency information, smoothened borders
were obtained. Fig. 4(d-e) shows the effect of Fourier
descriptors. Fig. 4(f-g). show the edge detection and
smoothening for the whole image.

2.4. Separation of Convexly-touching Points

The curvature was then calculated for all points in the
border of each blob using the formula in Eqn. (2)

κ(t) = dx(t)d2y(t) − d2x(t)dy(t)

(dx(t)2 + dy(t)2)3/2
(2)

Fig. 4: Edge detection and Smoothening of border: (a) Binary blob, (b) Border obtained from Canny edge operator,
(c) Border reconstructed from 50 % of Fourier descriptors, (d) Border reconstructed from 30 % of Fourier descrip-
tors, (e) Border reconstructed from 10 % of Fourier descriptors (f) Edges of whole image, and (g) Smoothened
borders with 50 % of Fourier descriptors.
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Fig. 5: Separate convexly touching objects: (a) Touching objects in same colour, (b) Curvature along the
smoothened border of 2 touching objects blob shown in Fig. 3(c)., and (c) Touching objects separated by
thresholding the curvature shown in different color.

where κ(t) is curvature, dx(t), dy(t), d2x(t)and d2y(t)
are the first and second derivatives of the coordinates
x and y. Points that were below the threshold of −0.01
curvature are considered as concave or nodal points.
The unit of curvature is pixels. The curvature vary-
ing along the border of a convexly touching blob is
shown in Fig. 5(b). The touching parts were then sepa-
rated along the nodal points as shown in Fig. 5(c). The
assumption about the shape of the touching objects
is that the border should be always convex (i.e there
are no concavities and concavity is defined by the cur-
vature < −.01). If more than two objects are touching,
this method will not work. Existing methods such as
ellipse fitting [2], nearest concave points [16] for sep-
arating more than two parts were tested and found to
be inconsistent across all trial cases. The assumptions
of objects resembling ellipse shape and nearest con-
cave points belong to the same object are the reasons
for the failure of the methods.

2.5. Feature Extraction and Unsupervised
Classification

Skeleton based matching and clustering using prob-
abilistic techniques were proven to be successful [3,
21]. The area of each blob is then calculated by adding
the pixels in each blob. The medial axis or skeleton
is calculated using thinning operation (Fig. 6(a).) [8].
The area and medial axis were considered as features
and clustered with unsupervised k-means algorithm
[12]. The medial axis obtained from the image is con-
verted to feature space by branch information and

Fig. 6: Skeleton detection and shape classification:
(a) Skeleton/ Medial axis (b) Unsupervised classifica-
tion by k-means and labeling.

normalised by vector quantization. K–means is a clus-
tering algorithm which finds the mean vectors of the
expected number of clusters (k) by iterative process.
The Euclidean distance is used as a metric. The k was
selected as 2 because only the novelty had to be clas-
sified from the rest (i.e. there are only two classes).
The classifier returns a null cluster when there was
no novelty part. The result of shape classification is
shown in Fig. 6(b). K-means initialization was done
by Mersenne Twister algorithm [13] for consistent
random number generation.

3. RESULTS AND OBSERVATIONS

Various geometries and mixed combinations were
tested and are shown in Fig. 7. 50 % of frequencies
were retained as a uniform for all the images.

Fig. 7. shows the classification result of similar
geometry. Though the skeleton is uniform (Fig. 7(c))
for the parts the ‘area’ feature distinguishes them.
Fig. 8(a). is captured at a different magnification with
different parts and the classification gives a good
result. The framework developed here is invariant
to position, translation and rotation of the objects
with uniform scaling. The algorithms for constrained
objects lack these qualities [17]. Multiple parts can
be inspected in a scene in comparison to inspec-
tion of single objects. The speed of the algorithm
is faster than algorithms with higher order feature
extraction and ranking methods [3]. There is no train-
ing required which makes the framework generic
to multiple objects. In contrast, most of the defect
classification algorithms require training [26].

The limitations of the proposed inspection frame-
work are occlusion, overlap of parts, high intensity
illumination, assumption of convex shaped objects
and mix-up of more geometry. -If an object is above
another (occlusion), the numbers of true negatives
or false positives are likely to increase because mul-
tiple parts will be segmented as one blob which in
turn alters the area and medial axis. As the parts
were not occluded due to their circular geometry, this
algorithm worked well in coating industry case. Flat
parts might be occluded at times. In that case, use
of range cameras will be useful to get the shape. Any
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Fig. 7: Classification results for nuts of varying size: (a) Original image, (b) Parts segmented and the touching
parts were separated, (c) Skeleton, and (d) Classification.

holes in the object should be free of other objects.
Since the holes are filled, the smaller part will be
missed from classification. A high intensity of inci-
dent light produces more bright spots on the specular
coated surface. Bright spots degrade the segmenta-
tion and in turn may affect the overall efficiency
of the method. More than 2 parts should not be
touching. If more than 2 geometries are mixed, a
manual input is required to guess the number of
geometries (k).

Fig. 8: Classification result for mixed armature and
nuts: (a) Original image (b) Classification result.

4. CONCLUSIONS

The novelty part detection problem in industry is
prototyped in laboratory environment. Images of var-
ious geometries like nut, bolt, armature, screws were
captured along with various novelty geometries. The
segmentation of the geometries from background is
based on histogram properties. Fourier elliptic shape
descriptor along with curvature information works
well to separate different or same touching geome-
tries. The feature space is contributed by area and
skeleton of the geometries providing a large intra-
class variance and hence k-means algorithm classi-
fies the shapes with high accuracy. The proposed
algorithm works well on a broad variety of situa-
tions such as different geometries and rotation of the
parts. Overall the proposed inspection scheme forms
a generic novel framework that has a potential for
automation in industries.

ACKNOWLDEGEMENT

The authors would like to express their sincere thanks
to Durga Metal Finish Private Limited, Ambattur, India
for supplying the coated parts.

REFERENCES

[1] Appleton, B.; Talbot, H.: Globally minimal sur-
faces by continuous maximal flows, IEEE Trans-
actions on Pattern Analysis and Machine Intelli-
gence, 28(1), 2006, 106–118, http://dx.doi.org/
10.1109/TPAMI.2006.12.

[2] Bai, X.; Sun, C.; Zhou, F.: Splitting touching cells
based on concave points and ellipse fitting,
Pattern Recognition, 42(11), 2009, 2434–2446,
http://dx.doi.org/10.1016/j.patcog.2009.
04.003.

[3] Belongie, S.; Malik, J.; Puzicha, J.: Shape match-
ing and object recognition using shape con-
texts, IEEE Transactions on Pattern Analysis
and Machine Intelligence, 24(4), 2002, 509–522,
http://dx.doi.org/10.1109/34.993558.

[4] Canny, J.: A computational approach to edge
detection, IEEE Transactions on Pattern Anal-
ysis and Machine Intelligence, (6), 1986,
679–698,

[5] Cubero, S.; Aleixos, N.; Moltó, E.; Gómez-
Sanchis, J.; Blasco, J.: Advances in machine
vision applications for automatic inspection
and quality evaluation of fruits and vegetables,
Food and Bioprocess Technology, 4(4), 2011,
487–504, http://dx.doi.org/10.1007/s11947-
010-0411-8.

[6] Di Ruberto, C.; Dempster, A.; Khan, S.; Jarra,
B.: Analysis of infected blood cell images using
morphological operators, Image and Vision
Computing, 20(2), 2002, 133–146, http://dx.
doi.org/10.1016/S0262-8856(01)00092-0.

[7] Farhan, M.; Yli-Harja, O.; Niemistö, A.: A novel
method for splitting clumps of convex objects
incorporating image intensity and using rect-
angular window-based concavity point-pair
search, Pattern Recognition, 46(3), 2013, 741–
751, http://dx.doi.org/10.1016/j.patcog.2012.
09.008.

[8] Gonzalez, R. C.; Woods, R. E.: Digital Image
Processing (3rd Edition), Prentice-Hall, Inc.,
2006.

[9] Kharma, N.; Moghnieh, H.; Yao, J.; Guo, Y.
P.; Abu-Baker, A.; Laganiere, J.; Rouleau, G.;
Cheriet, M.: Automatic segmentation of cells
from microscopic imagery using ellipse detec-
tion, Image Processing, IET, 1(1), 2007, 39–47,
http://dx.doi.org/10.1049/iet-ipr:20045262.

Computer-Aided Design & Applications, 11(3), 2013, 312–317, http://dx.doi.org/10.1080/16864360.2014.863501
c© 2013 CAD Solutions, LLC, http://www.cadanda.com

http://dx.doi.org/10.1109/TPAMI.2006.12
http://dx.doi.org/10.1109/TPAMI.2006.12
http://dx.doi.org/10.1016/j.patcog.2009.04.003
http://dx.doi.org/10.1016/j.patcog.2009.04.003
http://dx.doi.org/10.1109/34.993558
http://dx.doi.org/10.1007/s11947-010-0411-8
http://dx.doi.org/10.1007/s11947-010-0411-8
http://dx.doi.org/10.1016/S0262-8856(01)00092-0
http://dx.doi.org/10.1016/S0262-8856(01)00092-0
http://dx.doi.org/10.1016/j.patcog.2012.09.008
http://dx.doi.org/10.1016/j.patcog.2012.09.008
http://dx.doi.org/10.1049/iet-ipr:20045262


317

[10] Kumar, S.; Ong, S. H.; Ranganath, S.; Ong, T. C.;
Chew, F. T.: A rule-based approach for robust
clump splitting, Pattern Recognition, 39(6),
2006, 1088–1098, http://dx.doi.org/10.1016/
j.patcog.2005.11.014.

[11] Li, Y.; Gu, P.: Free-form surface inspec-
tion techniques state of the art review,
Computer-Aided Design, 36(13), 2004,1395–
1417, http://dx.doi.org/10.1016/j.cad.2004.
02.009.

[12] Lloyd, S.: Least squares quantization in PCM,
IEEE Transactions on Information Theory,
28(2), 1982, 129–137, http://dx.doi.org/10.
1109/TIT.1982.1056489.

[13] M, M.; T, N.: Mersenne twister: a 623-
dimensionally equidistributed uniform pseudo-
random number generator, ACM Transactions
on Modeling and Computer Simulation, 8(1),
1998, 3–30, doi:10.1145/272991.272995.

[14] Mao, K.; Zhao, P.; Tan, P. H.: Supervised
learning-based cell image segmentation for
p53 immunohistochemistry, IEEE Transactions
on Biomedical Engineering, 53(6), 2006, 1153–
1163, http://dx.doi.org/10.1109/TBME.2006.
873538.

[15] Mebatsion, H. K.; Paliwal, J.: A Fourier anal-
ysis based algorithm to separate touching
kernels in digital images, Biosystems Engineer-
ing, 108(1), 2011, 66–74, http://dx.doi.org/10.
1016/j.biosystemseng.2010.10.011.

[16] Mebatsion, H. K.; Paliwal, J.: Machine vision
based automatic separation of touching convex
shaped objects, Computers in Industry, 63(7),
2012, 723–730, http://dx.doi.org/10.1016/j.
compind.2012.05.005.

[17] Newman, T. S.; Jain, A. K.: A survey of auto-
mated visual inspection, Computer vision and
image understanding, 61(2), 1995, 231–262,
http://dx.doi.org/10.1006/cviu.1995.1017.

[18] Ng, H.-F.: Automatic thresholding for defect
detection, Pattern Recognition Letters, 27(14),
2006, 1644–1649, http://dx.doi.org/10.1016/j.
patrec.2006.03.009.

[19] Silvén, O.; Niskanen, M.; Kauppinen, H.: Wood
inspection with non-supervised clustering,
Machine Vision and Applications, 13(5–6), 2003,
275–285, http://dx.doi.org/10.1007/s00138-
002-0084-z.

[20] Soille, P.: Morphological Image Analysis: Princi-
ples and Applications, Springer-Verlag,
1999.

[21] Torsello, A.; Hancock, E. R.: A skeletal mea-
sure of 2D shape similarity, Computer Vision
and Image Understanding, 95(1), 2004, 1–29,
http://dx.doi.org/10.1016/j.cviu.2004.03.006.

[22] Vincent, L.; Soille, P.: Watersheds in digital
spaces: an efficient algorithm based on immer-
sion simulations, IEEE transactions on pattern
analysis and machine intelligence, 13(6), 1991,
583–598, http://dx.doi.org/10.1109/34.87344.

[23] Visen, N. S.; Shashidhar, N. S.; Paliwal, J.;
Jayas, D. S.: AE—Automation and Emerg-
ing Technologies, Journal of Agricultural
Engineering Research, 79(2), 2001, 159–166,
http://dx.doi.org/10.1006/jaer.2000.0690.

[24] Wang, H.; Zhang, H.; Ray, N.: Clump splitting via
bottleneck detection and shape classification,
Pattern Recognition, 45(7), 2012, 2780–2787,
http://dx.doi.org/10.1016/j.patcog.
2011.12.020.

[25] Wang, W.; Paliwal, J.: Separation and identifica-
tion of touching kernels and dockage compo-
nents in digital images, Canadian biosystems
engineering, 48(7), 2006, 1–7,

[26] Xie, X.: A review of recent advances in sur-
face defect detection using texture analysis
techniques, Electronic Letters on Computer
Vision and Image Analysis, 7(3), 2008,
1–22,

[27] Zhang, G.; Jayas, D. S.; White, N. D. G.: Separa-
tion of Touching Grain Kernels in an Image by
Ellipse Fitting Algorithm, Biosystems Engineer-
ing, 92(2), 2005, 135–142, http://dx.doi.org/
10.1016/j.biosystemseng.2005.06.010.

[28] Zhang, H.; Fritts, J. E.; Goldman, S. A.:
Image segmentation evaluation: A survey of
unsupervised methods, Computer Vision and
Image Understanding, 110(2), 2008, 260–280,
http://dx.doi.org/10.1016/j.cviu.2007.
08.003.

[29] Zhong, Q.; Zhou, P.; Yao, Q.; Mao, K.:
A novel segmentation algorithm for clus-
tered slender-particles, Computers and Elec-
tronics in Agriculture, 69(2), 2009, 118–127,
http://dx.doi.org/10.1016/j.compag.
2009.06.015.

Computer-Aided Design & Applications, 11(3), 2013, 312–317, http://dx.doi.org/10.1080/16864360.2014.863501
c© 2013 CAD Solutions, LLC, http://www.cadanda.com

http://dx.doi.org/10.1016/j.patcog.2005.11.014
http://dx.doi.org/10.1016/j.patcog.2005.11.014
http://dx.doi.org/10.1016/j.cad.2004.02.009
http://dx.doi.org/10.1016/j.cad.2004.02.009
http://dx.doi.org/10.1109/TIT.1982.1056489
http://dx.doi.org/10.1109/TIT.1982.1056489
http://dx.doi.org/10.1145/272991.272995
http://dx.doi.org/10.1109/TBME.2006.873538
http://dx.doi.org/10.1109/TBME.2006.873538
http://dx.doi.org/10.1016/j.biosystemseng.2010.10.011
http://dx.doi.org/10.1016/j.biosystemseng.2010.10.011
http://dx.doi.org/10.1016/j.compind.2012.05.005
http://dx.doi.org/10.1016/j.compind.2012.05.005
http://dx.doi.org/10.1006/cviu.1995.1017
http://dx.doi.org/10.1016/j.patrec.2006.03.009
http://dx.doi.org/10.1016/j.patrec.2006.03.009
http://dx.doi.org/10.1007/s00138-002-0084-z
http://dx.doi.org/10.1007/s00138-002-0084-z
http://dx.doi.org/10.1016/j.cviu.2004.03.006
http://dx.doi.org/10.1109/34.87344
http://dx.doi.org/10.1006/jaer.2000.0690
http://dx.doi.org/10.1016/j.patcog.2011.12.020
http://dx.doi.org/10.1016/j.patcog.2011.12.020
http://dx.doi.org/10.1016/j.biosystemseng.2005.06.010
http://dx.doi.org/10.1016/j.biosystemseng.2005.06.010
http://dx.doi.org/10.1016/j.cviu.2007.08.003
http://dx.doi.org/10.1016/j.cviu.2007.08.003
http://dx.doi.org/10.1016/j.compag.2009.06.015
http://dx.doi.org/10.1016/j.compag.2009.06.015

	INTRODUCTION
	DEVELOPMENT OF INSPECTION FRAMEWORK
	Image Capture
	Segmentation and Morphological Operations
	Border Smoothening
	Separation of Convexly-touching Points
	Feature Extraction and Unsupervised Classification

	RESULTS AND OBSERVATIONS
	CONCLUSIONS
	ACKNOWLDEGEMENT
	References

