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ABSTRACT
Scalar fields are used to describe a variety of data fromphotographs, to laser scans, to x-ray, CT orMRI
scansofmachineparts andare invaluable for a variety of tasks, suchas fatiguedetection inparts. Ana-
lyzing scalar fields canbequite challengingdue to their size, complexity, and the need to understand
both local and global details in context. Join trees are a data structure used to capture the geometric
properties of scalar fields, including local minima, local maxima, and saddle points. Unfortunately,
computing these trees is expensive, and their incremental constructionmakes parallel computation
nontrivial. We introduce an approach that combines three strategies, pruning, spatial-domain paral-
lelization, and value-domain parallelization, to parallelize join tree construction using OpenCL. The
resulting implementation shows a significant speedup, making computation of trees on large data
practical on even modest commodity hardware.
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1. Introduction

In CAD applications, scalar fields are used to describe a
variety of details from photographs, to laser scans, to x-
ray, CT or MRI of machine parts. These scalar fields are
invaluable for a variety of tasks, such as fatigue detec-
tion in parts. However, analyzing scalar fields can be
quite challenging due to their size, complexity, and the
need to understand both local details and global context.
Augmented join trees are the key data structure used in
the computation of merge trees, split trees, and contour
trees [2]. By capturing geometric properties, including
local minima, local maxima, and saddle points (Fig. 1),
these trees are useful in the evaluation and simplifica-
tion of scalar field data. This is useful for tasks such
as hierarchical visualization [1,3], segmentation [5,9], or
tracing structures [10] in scalar field data. However, com-
puting these trees is expensive, and their incremental
construction makes parallel computation nontrivial.

Given a scalar field, a join tree describes the joining
together of features as function is varied monotonically
across the field. Merge and split trees are variants of join
trees that scan from the lowest value to highest value or
vice versa, respectively. Fig. 3 shows an example of these
2 trees based upon the scalar field in Fig. 2. The left panel
of the figure shows the merge tree. This tree captures the
2 local minima at #1 and #3, and a saddle point a #4.
The center panel shows the split tree capturing the 2 local
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maxima at #13 and #16, and the saddle point at #7. Along
with each tree, their augmented versions can be seen.
The augmented versions of these trees only keep nodes
that are critical points. These can be found by removing
valence 2 nodes (i.e. nodes with 2 edges) and a valance 1
root. A contour tree is found as the union of amerge and a
split tree. The contour tree for this field can be seen in the
right panel, along with the augmented contour tree. The
augmented contour tree is a compact data structure that
captures all topologically interesting events in the field.

In its naïve implementation [2], the algorithm to com-
pute augmented join trees seems efficient. No matter the
dimension of the data, it has an O(n lg n) sort phase
and O(n + k) computation phase, where n is the num-
ber of elements in the scalar field and k is the aggregate
cost of the find operation of a disjoint-set data struc-
ture. However, this algorithm has three practical chal-
lenges. First, as the dimension of the field is doubled, the
number of elements, n, grows quadratically in 2D fields
and cubically in 3D fields. Secondly, although asymptot-
ically small, the actual compute time per element in the
computation phase is very high. Third, the computation
phase requires loosely ordered incremental construction,
making it a challenge to parallelize.

While the global sort can be avoided [8], the algorithm
is still difficult to parallelize. Three strategies have been
proposed to parallelize join tree calculations: pruning
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Figure 1. Functions representing (a) local minimum, (b) local maximum, and (c) a saddle point.

Figure 2. Example 2D scalar field.

[4], spatial-domain parallelization [7], and value-domain
parallelization [6]. Pruning (Fig. 4 (a)) works by elim-
inating elements from the computation, which are

predetermined not to be a minimum, maximum, or sad-
dle point. This process can be done in parallel, but the
compute phase still needs to be completed in serial.
Spatial-domain parallelization (Fig. 4 (b)) divides the
scalar field intomultiple smaller fields, each distributed to
a different thread, processor, or computer. After each sub-
field has its tree computed, a messy tree merging process
takes over. Finally, value-domain decomposition (Fig. 4
(c)) distributes the scalar field to different threads, pro-
cessors, or computers by selecting ranges of element val-
ues. This allows parallelizing the loosely ordered compu-
tation phase but still requires processing every element.

Each of these approaches take advantage of certain
properties of augmented join tree construction, but up
until now, these strategies have not been effectively
integrated.

Figure 3. Merge (left), split (center), and contour (right) trees shown with their augmented versions for the scalar field from Fig. 2. The
4×4 grids show the 2 subtrees in orange and blue joining at the saddle point in purple.
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Figure 4. The 3 existing strategies used to parallelize augmented join tree construction. (a) In pruning, a parallel operation can prune
away most non-critical points from computation. (b) In spatial-domain decomposition, regions of the original scalar field are split and
distributed to different processes. (c) In value-domain decomposition, elements are distributed to processes basedupon ranges of values.

In this paper, we have combined these strategies in
an OpenCL augmented join tree implementation. The
implementation results in an O(n + k) pruning phase,
anO(n) critical point extraction phase, anO(c lg c) sort-
ing phase, and O(c) propagation phase, where c is the
number of critical points. What’s more, these phases
are designed to be parallelized such that they require
at worst O(k), O(1), O(lg c), and O(lg c) parallel iter-
ations, respectively. The result is a significant speedup,
making computation of trees on large data practical on
even modest commodity hardware.

2. Conventional join tree construction

The conventional join tree construction process [2] starts
with a scalar field (Fig. 2). The elements of the field are
first sorted (Fig. 5 (a)) in ascending order for amerge tree
or descending order for a split tree.

The elements are then processed one-by-one. The top
element of the list is selected. A tree node is created for
that element ((Fig. 5 (b) bottom) and a color assigned
(Fig. 5 (b) top). Next, the neighborhood of 8 surrounding

elements is searched. If none has been assigned a color
(Fig. 5 (b) and (d)), the operation is complete. If one (Fig.
5 (c)) or more (Fig. 5 (e)) neighbors has already been
assigned a color, those neighbor subtrees are connected to
current tree node as children, and all nodes in the subtree
are assigned the same color (Fig. 5 (e) top).

At this point, a join tree has been formed. An aug-
mented join tree is formed by removing non-critical
point nodes from the tree. This is done by checking each
child node in the tree. If the child only has one child of its
own, then that point is not critical and can be skipped.
In Fig. 5 (e) bottom, the node #4 has children #2 and
#3. Node #2 has only one child, node #1, while node #3
has zero children. Having a single child means node #2 is
not critical, and thus it can be removed. It is removed by
connecting node #4 to node #1 (Fig. 5 (f) bottom).

From an implementation standpoint, this operation
relies on 2 components. The sorting can be handled
by any O(n lg n) sorting algorithm. The coloring of
the nodes is made efficient using the disjoint-set data
structure, which has a cost of O(k) per lookup. Other
operations are constant time per element. Unfortunately,

Figure 5. Description of the conventional augmented join tree algorithm. (a) Scalar field values are first sorted. Then, the points are
added to the tree one-by-one. (b)(d) If no neighbors are in the tree, a leaf is created. If any neighbors are in subtrees, the node is connected
to the topof the subtree. (c) If connected to one subtree, the subtree is just lengthened. (e) If connected tomore thanone subtree a saddle
point is created. (f ) Finally, only leaves and saddles are retained.
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this strictly-ordered bottom up construction of the tree
means that each operation relies upon the results of the
prior operation making parallelization challenging.

3. Methods

Due to the complicated bottom up construction, effi-
cient parallelization requires deconstructing and reorder-
ing the operations of the augmented join tree algorithm.
The first two phases of the new implementation are
pruning and critical point extraction phases, which
uses a spatial-domain decomposition to exclude many
of the non-saddle point elements from further com-
putation. In the third phase, the saddles must be
sorted. Finally, the critical points are connected by
using a value-range decomposition, building subtrees
in parallel and propagating their join information
globally.

3.1. Phase 1: Coloring

The coloring phase has two main objectives. The first
objective is to prepare for eliminating as many non-
critical points as possible from further computation by
using a water shedding approach. The second is to per-
form a spatial-domain decomposition of the data, by
taking the 2D scalar field and splitting it into subfields
that can be processed in parallel.

The water shedding approach is described in Fig. 6
(a) using the scalar field from Fig. 2. The first step is to
point each element towards its smallest (for a merge tree

or largest for a split tree) neighbor. If an element is smaller
than all its neighbors (i.e. a local minima), it points to
itself and is assigned a color. In the next step, each element
is updated to the pointer of its pointer. This is essen-
tially the find algorithm of a disjoint-set. This process is
repeated until the pointer reaches a colored element, at
which point, the element receives that color.

Spatial-domain decomposition is accomplished by
dividing the scalar field into 2D blocks. To complete the
processing, neighboring blocks of elements only need
to share boundary information. In other words, all ele-
ments are computed up to the boundary of their block,
all boundaries are synchronized, and then element pro-
cessing is finalized.

3.2. Phase 2: Potential critical point extraction

The augmented join tree will only contain critical points,
so extracting potential critical points early in the process
will save computation time. Local minima, maxima, and
possible saddle points can be identified by looking at the
value of an element relative to its neighbors.

Fig. 1 shows functions which have a local minimum,
local maximum, and a saddle point, respectively. A sim-
ple observation helps us understand how to detect these
3 cases. For the minimum and maximum, notice that all
regions surrounding the critical point are higher or lower,
respectively. So, if the value of an element is smaller than
all its neighbors, it is a local minimum. If the value of
an element is larger than all its neighbors, it is a local
maximum. The saddle point is a little more complicated

Figure 6. The four phase of our parallel implementation include (a) spatial-domain decomposition and pruning, (b) potential critical
point extraction, (c) potential saddle point sorting, and (d) value-domain decomposition of saddle points and propagation of joins.
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to understand. Notice that around the saddle point, the
function value goes up in two directions and down in two
other directions. Therefore, if the neighbors of an element
are larger in two or more disjoint directions and smaller
in two or more disjoint direction, then the point may be
a saddle. This criterion does not guarantee a saddle point
because of interpolation error. However, it can be used to
exclude non-saddle points.

Fig. 6 (b) shows four examples. In the first two exam-
ples, elements #6 and #4 are each surrounded by two
disjoint positive and negative directions. This indicates
that these points may be saddles. For element #8, only
one disjoint positive and one disjoint negative direction
exist. This point can be excluded as non-critical. Finally,
for element #3 all neighbors are larger indicating a local
minimum.

3.3. Phase 3: Saddle sorting

Join trees need be built bottom-to-top. At this point in
the processing, the extracted coloring information and
extracted saddle points (not the minima or maxima)
come into play.

After the critical points are extracted, the critical
points are colored by looking at the color of all neigh-
boring elements. In Fig. 6 (c), the possible saddle #4, #6,
and #7 are extracted. They are colored with their neigh-
bors, with #4 and #6 being colored orange and blue, and
#7 being colored only orange. This coloring information
identifies which extrema a saddle point potentially con-
nects to. Therefore, #4 and #6 possibly connect the orange
and blue extrema, #1 and #3. However, #7 only connects
to orange, extrema #1. This means that #7 is not a true
saddle point.

Once the coloring is complete, the remaining saddles
are sorted by their values.

3.4. Phase 4: Subtree building and join propagation

The final phase of processing builds the tree by per-
forming a value-domain decomposition, which is used
to build subtrees and propagate joins. The value-domain
decomposition divides the sorted list of critical points
into groups, which are each processed in parallel.

Building the subtree and propagating joins is a 3-
step process. First, the color of nodes is updated with
the global recoloring information. Second, subtrees are
built using their color information as a guide. Third,
the global merge information is updated based upon the
new subtrees. This process is repeated until no additional
modifications to color occur.

Fig. 6 (d) shows this process. On the left, nodes #4
and #6 are value-domain decomposed into 2 processing

groups with 1 node each. Each node is updated with the
global join information, which is initially empty (Fig. 6
(d) top left). The two subtrees are built and the global
join information updated (Fig. 6 (d) top right). In the sec-
ond pass (Fig. 6 (d) right), each group is updated with
the new coloring information. For node #4 no changes
occur. For node #6, it is only colored purple and is there-
fore excluded from further computation. At that point,
the processing would stop.

4. Extension to 3D and higher dimensions

Extending this approach to 3D or higher data is mostly
trivial. Phases 1 and 2 do require modification. For phase
1, the process is the same, except that now, the number
of neighbors that must be searched grow to 26 for 3D
or 3d − 1 for higher dimensions. Phase 2 is problematic
since saddle point detection in 3D or higher dimension
is complex. This is because there are many more saddle
point configurations in higher dimensions. To overcome
this, phase 2 saddle detection can be skipped, and all
points can be colored and treated as saddle points. Then,
phases 3 and 4 can continue unmodified. The benefit of
this is that complex saddle point detection is avoided. The
downside is that a much larger number of saddle points
are considered in phases 3 and 4.

5. OpenCL implementation

We have implemented the described methods using
OpenCL for fast flexible cross-platform interoperabil-
ity. For phases 1 and 2, each element of the scalar field
receives its own thread. The spatial-domain decompo-
sitions are square and as large as the supported thread
block size of the hardware. For phase 3, each potential
saddle point receives its own thread. To sort points in par-
allel, we used a hybrid of histogram sorting for a rough
global ordering and bitonic sorting for precise ordering.
For phase 4, each potential saddle point receives its own
thread, with the hardware thread block size defining the
granularity of the value-domain decomposition.

6. Experiments

We tested our implementation by comparing it to an
optimized C++ implementation of the conventional
approach. We used this conventional implementation to
compare the performance and check the correctness of
the output tree from our OpenCL approach. When mea-
suring performance, multiple tests are performed to cap-
ture variation. To highlight these we use boxplots, which
show quartiles of a distribution, and scatterplots with
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linear trend lines. The quality of the linear fit is measured
using R2, the coefficient of determination.

6.1. Randomfield tests

To test our approach, we extract the split tree from ran-
domly generated fields. For each of 13 levels of resolution
(32×32 up to 2048×2048), we record the time for 10 dif-
ferent fields (130 tests). A random field represents the
most challenging case for calculating augmented join
trees, as it is likely to produce a very dense set of critical
points. To test our approach under less dense situations,
we analyze those 130 random fields under 7 different lev-
els of smoothing for a total of 910 tests. Random fields
have high critical point density, while smoothed fields
do not. We report the results from an early 2015 Mac-
Book Pro with an Intel 2.7GHz i5 and an Intel Iris 6100
GPU and a Linux workstation with an Intel 3.4GHz i7
and NVIDIA Tesla K40 Accelerator.

Fig. 7 (a) shows an example 32×32 noisy scalar field.
This scalar field has 206 critical points, making the tree
difficult to display. The scalar field after 2 and 4 smooth-
ing iterations can be seen in Fig. 7 (b) and 6 (c), respec-
tively. These have 98 and 46 critical points, respectively.

Fig. 8 (top) shows log-log charts highlighting the per-
formance of various phases of our approach. Fig. 7 (a)
shows that in the average case, phases 1 and 2 grow
linearly with respect to the number of elements in the
field (R2 =0.96 and R2 =0.974, respectively). Similarly,
Fig. 8 (b) shows that for the average case, phases 3, 4,
and OpenCL overhead (data transfer, etc.) grows linearly
with respect to the number of critical points in the field
(R2 =0.98, R2 =0.992, and R2 =0.992, respectively).

Fig. 8 (middle) uses log-log charts to compare the
performance of our approach to the CPU implementa-
tion. Fig. 8 (c) shows the computational time against the
number of elements, while Fig. 8 (d) shows the compu-
tational time against the number of critical points. The
average time performance for both our algorithm and
the conventional implementation is approximately linear.

Our approach has the advantage of being highly par-
allel in nature. For both hardware configurations, our
OpenCL implementation beat the CPU implementation
by approximately 1 order of magnitude.

Fig. 8 (bottom) uses a log-linear charts to compare the
speedup of our approach to the CPU implementation on
theMacBookPro. Fig. 8 (e) shows the speedup against the
number of elements, while Fig. 8 (d) shows the speedup
against the number of critical points. Interestingly, as the
problem size grows, the GPU implementation speedup
grows as well. We believe this is caused by the fact that
the overall GPU performance is driven by the number of
critical points, while the CPU performance is driven by
the number of elements.

6.2. Contour trees in radio astronomy data

In radio astronomy, scalar fields are one of the primary
data sources used to validate hypotheses. Radio tele-
scopes capture 3D maps of the radio signals in the sky.
Two dimensions of these maps are spatial positions in
the sky. The third dimension is different radio frequen-
cies. Unfortunately for astronomers, the radio signals
collected are very low power and have a high signal
to noise ratio. The problem was described best by one
radio astronomer, “a cell phone on the moon would be
a brightest signal in the sky”.

Fig. 9 (a) shows an example of this data for a single
radio frequency. The red blob towards the middle of the
image is the feature of interest. In this dataset, this blob
represents the signal put off by dust circling a black hole.
For our experiments, we calculate the contour tree, which
is just the union of a 2 augmented join trees (a merge and
split tree). Fig. 9 (b) shows a small region with the con-
tour tree nodes highlighted. In this image leaves can be
seen (both local minima and maxima) as blueish purple
nodes and saddle points are yellow for merge saddles and
magenta for split saddles.

Fig. 10 shows the performance results for our
experiments. These experiments were only run on

Figure 7. Example 32×32 scalar fields: (a) random noise input, (b) after 2 smoothing iterations, and (c) after 4 smoothing iterations.
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(a) (b) 

(c) (d) 

(e) (f) 

Figure 8. Charts of the performance of our algorithmon randomfields. (a) Log-log chart of the processing time of Phase 1 and 2 is highly
linear against the number of elements. (b) Log-log chart of processing timeof Phase 3, 4, andoverhead is highly linear against the number
of critical points. Log-log performance comparison of (c) the number of elements against time and (d) the number of critical points
against time. For both hardware configurations, the OpenCL implementation shows on average slightly less than 1 order of magnitude
improvement over the CPU counterpart. Log-linear boxplots of the speedup based upon the number of element (e) and based upon the
number of critical points (f ) show that as the problem size grows, the speedup increases as well.

our MacBook Pro CPU/GPU. For each resolution
(1024×1024, 2048×2048, and 4096×4096), we ran our
tree construction on each of 38-2D slices (radio frequen-
cies) of the data. Considered in our calculations are only
the augmented join tree costs.

The log-log chart in Fig. 10 (a) shows that the time
taken for our GPU implementation significantly outper-
forms the CPU implementation. Furthermore, both the
CPU and GPU implementations performance grows lin-
early with the number of elements (R2 >0.99). The log-
linear boxplots in Fig. 10 (b) show the speedup for our

implementation.As the number of elements grows, so too
does our speedup, reaching on average 40x faster for the
GPU implementation on the 4096×4096 example.

The speedup seen here is significantly better than that
observed in the randomfield case. Asmentioned in those
tests, the random field example is the most challenging
because of critical point density. For the random field
tests, the median density was 1 critical point per 33.2 ele-
ments. For the radio astronomy data, the median density
was 1 critical point per 107.5 elements, over 3x less dense.
Given the strong relationship between the number of
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Figure 9. Visualization of Radio Astronomy data. (a) The noisy data shows the amplitude of the radio signal at multiple locations in the
sky for a single wavelength. (b) The visualization of the contour tree shows the result of the union of a merge tree with a split tree. The
density of critical points in this data is quite high.

(a) (b) 

1677721641943041048576

Number of Elements Number of Elements

Figure 10. Radio astronomy data compute time (a) and speedup (b) on the MacBook Pro CPU and GPU for 38 2D slices at 3 different
resolutions, 1024×1024 (1048576 elements), 2048×2048 (4194303 elements), and 4096×4096 (16777216 elements).

critical points and overall performance of our approach,
this result makes sense.

6.3. Higher dimensional data

In the processing of data higher than 2D, the saddle
detection phase is skipped in favor of a method that
only looks at the colors of each node. The result is a
method that must process significantly more potential
saddle points.Nevertheless, phases 3 and 4 of our pipeline
still perform linearly with respect to the number poten-
tial critical points. It is just that the number of potential
saddle points increases greatly. The other observation is
that this phase is highly dependent upon the noisiness of
the dataset. It is only as the sublevelset for two local min-
ima (or superlevelset for 2 local maxima) come together
that potential saddle points are created. Thus, the sparser
the extrema, the fewer nodes are assigned multiple
colors.

7. Conclusions

In conclusion, we have presented an approach for effi-
ciently calculating an augmented join tree in parallel by
combining 3 approaches, pruning, spatial-domain paral-
lelization, and value-domain parallelization. In this way,
the 2 groups of construction phases scale linearly with the
number of elements in phases 1 and 2, and the number of
critical points in phases 3 and 4. This approach makes it
feasible to quickly calculate merge trees, split trees, and
contour trees for large scalar fields in any dimension.
These data structures are incredibly useful for analyzing
the scalar field data.Wehave evaluated our approachwith
a synthetic random field dataset and with a dataset from
the discipline of radio astronomy.

As far as limitations, the biggest scaling limitation is
the memory needed during computation. In phases 1
and 2, memory is needed to store the color associated
with each node. This is one int or long int (for larger
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datasets) per element. Phases 3 and 4 only require stor-
age per critical point, but the amount per point is much
larger. Each critical point needs to store its location, value,
and every neighboring color. We chose a fixed length
encoding, meaning that space had to be allocated for the
worst-case number of neighbor colors. The challenge is
that the number of neighboring elements grows expo-
nentially with the dimensionality of the problem. Fur-
thermore, additional scratch space, equal in size to the
number of critical points, is required for sorting. Keeping
this in mind, the exact maximum problem size is difficult
to state, as it requires knowledge of the available mem-
ory, number of elements, number of critical points, and
dimensionality of the problem.

Although we have calculated the augmented join tree
in parallel, in the future, parallelizing several additional
computations would be exceedingly useful. For example,
parallelizing the union of augmented join tree to form
contour trees, calculating the persistence, a stability mea-
sure, for critical points, or the hierarchical simplification
of a merge, split, or contour tree would all be very useful
moving forward.
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