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ABSTRACT 

 

This paper describes a sketch user interface enhanced by feedback for 3D CAD model retrieval. 

Users can express their intent by sketching 2D shape in the way as engineers draw three views of 

3D models. It not only supports users’ free form sketches, but also accepts users’ further editing 

operations and feedbacks. The interaction paradigm proposed in this paper is supported by a 3D 

shape matching method, in which three problems are solved: determination of projecting planes 

and directions, 2D view generation, and similarity measuring between views. In addition, 

experiments are conducted to evaluate the performance of this sketch user interface by 3D model 

retrieval. 
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1. INTRODUCTION 

Until now, many methods have been proposed to retrieve desired 3D models quickly from a database. These methods 

can be classified into four categories: (1) feature-vector based method [1-5], (2) statistics-based method [6-8], (3) 

topology-based method [9-12], and (4) image-based method [13-14]. However, few of them can be directly applied to 

the user interface of 3D mode retrieval because the shape features can not be expressed to computer intuitively. The 

existing interaction ways for 3D model retrieval can be summarized as four paradigms: 

• Keyword query. As the most popular way to retrieve information, keywords are also used in the 3D model 

retrieval. They discriminate 3D shapes by some semantics information, such as name, color, texture, function, 

file size or ID number. However, this paradigm depends on many factors, such as culture, habit, language, 

etc. Such example systems include CADlib [15], Mesh-Nose [16] and the National Design Repository [17]. 

Despite its simplicity, it is not sufficient and easy to describe 3D shape correctly using text. 

• Hierarchy browser. To reduce the search space, most 3D model repositories provide a browsing interface, in 

which users are required to traverse a hierarchy by selecting keywords. The models in the library are classified 

according to the keywords. This paradigm can be implemented easily although intensive manual efforts are 

needed to organize the models. Generally, this data organization is done under the guidance of the semantics 

of 3D shapes. Users need to own some knowledge about the semantics of shapes.  

• Example query. An interaction way adopted by most shape matching methods is to query by an existing 

example.  Users are generally allowed to upload a 3D model or select a result from a previous research as an 

input. If a query model is not available, users have to create it from the scratch. If the 3D model is complex, 

this process will be time consuming.  

• Sketch query. To overcome the above limitations, Thomas et al. [14] introduce a web-based search engine 

that supports queries based on 3D sketches, 2D sketches, 3D models, and/or text keywords. The 3D-sketch 

user interface is supported by a 3D sketch tool named Teddy, which is not easy for novices and some special 

training is needed. By the 2D sketch user interface, users can draw 2D shapes with a pixel paint program. The 

sketches are matched to several 2D projections of each 3D model in the database using an image matching 

method. The obvious advantage of this method is easy to use. However, 13 thumbnail images with the 

boundary contours of each 3D object from 13 orthographic view directions are needed to be prepared during 

a preprocess phase. 

In this paper, we present a new 2D sketch user interface. The query process is similar to the process that engineers 

express their shape concepts on a piece of paper. No training is required for users. In contrast with the method 

presented by Thomas et al. [14], our proposed method only need three or six views which are determined 

automatically and sufficient to represent the 3D shape accurately. Users can not only emphasize some shape by 
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specifying weights for views, but also do some editing operation on the views obtained from the retrieved models. The 

whole retrieval process forms a loop by which users can refine the search results step by step.  

The content of this paper is organized as follows. In Section 2, the framework of our proposed sketch-based user 

interface is outlined and some key components are described briefly. Section 3, 4 and 5 explain the involved 

algorithms that support this user interface paradigm in detail, which is followed by the introduction of the prototype 

system implementation in Section 4. Section 5 presents some experimental results and discussion. Finally, the 

conclusion and future work are described. 

 

2. Framework 

Fig.1. shows the framework of our proposed sketch user interface for 3D model retrieval. The sketch editor is used to 

hand draw the sketches and execute some editing operations (e.g., erase, modify and copy). It can also display the 

views generated from 3D models so that users can edit the retrieval results and begin a new round retrieval for 

refinement. The “View Generation” module aims to generate 2D views automatically from 3D shapes. The views 

consisted of a series of line segments to represent the silhouette of models. The “Similarity Measurement” module is to 

compute the similarity between different views. Although the process of ortho-view generation for 3D models in a 

database can be executed at run-time, this step is usually finished offline to accelerate the retrieval efficiency. It is worth 

to point out that the feedback process is related to all these modules. In the next Sections, these components will be 

explained in detail. 
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Fig. 1. Framework of the 2D sketch user interface. 

 

3. SKETCH EDITOR DESIGN  

The responsibility of the sketch editor is to record users’ search intent and translate it correctly to a computer. Users can 

employ pen or mouse to draw sketches. In our design, we use a series of line segments to represent the sketches. Fig. 

2. shows the visual appearance and the architecture of the sketch editor. In the query process, it is unavoidable for 

users to make some mistakes. Therefore, some editing operations are provided for users. On the top of Figure 2(a), 

some editing functions are provided to modify users’ sketches.  

The sketch editor consists of four basic function modules. The first one monitors the action of the mouse or pen. Once 

the mouse cursor is moving and the left button is pressed down, it can be concluded that users begin to draw sketches 

and the moving path of the cursor will be recorded at real time. Because the path is represented by a series of points, 

the sketches can be recorded as a series of line segments formed by two adjacent points.  

The second module enables users to edit the generated sketches. Some basic operations, such as erase, trim, move, 

rotate, zoom, and view copy, are included. Users can not only erase and trim unnecessary sketches but also execute 

affine transformations. In practice, some 3D models may have same views along different directions. Therefore, in 

order to improve the hand-draw efficiency, “view copy” is provided for users to copy one view to another viewing 

region. More operations can be added into this system, although only a few basic operations are provided in this 

prototypical system. 

The third module is the weight configurator, through which users can specify weight values to emphasize certain views. 

The larger the weight, the more important the view is to a user. The influence of the weight values can be reflected by 

the similarity measurement as Eqn.(1) which will be explained in later Section: 
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where wi is the weight of view i.  
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The fourth module displays the views generated from the retrieved models. This function makes it possible to allow 

users to reuse the retrieved result and edit it for further retrieval. In so doing, a user doest not need to start from the 

scratch to create query views. 

 

      
 

(a)                                                                                     (b) 

Fig. 2. The sketch editor: (a) the visual appearance; and (b) the logic architecture. 

 

4. 2D VIEW GENERATION  

The purpose of 2D view generation is to obtain some typical views that match to the 2D sketch. This process should be 

in accordance with human visual perception so that most users can express the concept of 3D shape intuitively. With 

this method, three or six stable views can be obtained by projecting 3D model onto the planes of a bounding box. 2D 

view generation consists of two function modules: bounding box determination and silhouette calculation. The first one 

determines the projection plane and direction, while the second one generates the views similar to the practical 

engineering drawing. 

 

4.1 Bounding Box Determination 

To obtain a robust and stable bounding box, we have proposed the maximum normal distribution method (MND). It 

can find out a bounding box that has better accordance with human perception mechanism than the commonly used 

inertial principle axis (IPA) method. As for its detailed explanation, refer to [18] in which there is special explanation. 

We will describe basic steps that MND method includes as follows. 

First, the normal direction Nk of each triangle Mpkqkrk is computed and normalized. It is the cross product of any two 

edges: 

 
k k k k

k
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×
=

×

p q q r
N

p q q r
                                                                                 (2) 

 

Second, the area of each triangle ak is calculated and the sum of the areas of all triangles with the same or opposite 

normals are computed. We treat the normals with positive and negative directions belong to the same distribution. 

From the normal distributions, the normal with maximum areas is selected as the first principal axis bu. By traversing 

the remaining distribution, we can determine the next principal axis bv that satisfies two conditions: (1) with maximum 

areas, and (2) orthogonal to the first normal. The third axis can be obtained by the cross product between bu and bv: 
w u v
= ×b b b . 

Third, the center and the half-length of the bounding box are calculated by projecting the points of the convex hull 

onto the direction vector and finding the minum and maximum along each direction. 

With the information generated by the above processes, we can determine the bounding box of a 3D model. Fig.3. 

shows some examples obtained by this method. If you move the line connected the cash machin (as Fig.3(a)), the 
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direction of the bounding box will not change accordingly although the size might is changed. Therefore, this method 

can derive stable views since the projection direction and plane are fixed. 

 

   
 

            (a)       (b)          (c)         (d) 

   

 

         
   

(e)           (f)          (g)         (h) 

  

 

 

           (i) (j)          (k) (m) 

Fig. 3. Some pose determination examples. 

 

4.2 Silhouette Calculation 

For a polygon mesh (as Fig. 4(b). shows), the direct parallel-projection upon a plane will result in an unordered triangle 

grid. To diminish this effect and obtain a clear silhouette to describe the view shape, we need to cull the occluded 

polygons and the connection between edges efficiently.  Three steps are included for this purpose: (1) backface culling; 

(2) inside-edge culling; and (3) projection along viewing direction. 

 

           

(a)                                (b) 

Fig. 4. The necessity of silhouette calculation.  

 

The first step is to cull backface. To determine if a polygon is facing the camera, we need only calculate the dot product 

of the normal vector of that polygon, with a vector from the camera to one of the polygon's vertices. If the dot product 

is less than zero, the polygon is facing the camera. If the value is greater than zero, it is facing away from the camera. 

However, for the case when the dot product is equal to zero, we regard it as visible because the side polygon will 

contribute to the final view. An example after backface culling is shown in Fig.5(b). 

 

          

(a)                               (b)                            (c)                                   (d) 

Fig. 5. Three steps for silhouette calculation: (a) backface culling; (b) inside-edge culling; and (c) projection along viewing direction 

Camera 
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As Fig. 5(b). shows, the culled result is still represented by polygons. To obtain the contour lines of 3D models, the 

inside edges have to be discarded. For a triangle in a polygon mesh, if an edge is shared by two faces, then the edge is 

termed “inside edge”. With these definitions, we can cull the inside edges completely by traversing all the triangles. 

Fig.5(c). shows the results after inside-edge culling. After this step, we can project the result upon a projection plane. 

Fig.5(d). is the projection result. It is also the common representation in engineering practice.  However, when the 

inside structure of the 3D model is complex, this kind of view will affect the performance of 2D view similarity 

measurement. Such an example is shown in Fig.6(b). 

 

        

(a)                                  (b)                                (c) 

Fig. 6. The projected view with complex inside structure. 

 

Therefore, we use a further step to cull the occluded polygons. In this paper, we use a depth-detection method to 

minimize the intersection operations. First, the 3D models are transformed to make sure that the camera direction is in 

accordance with positive z-axis. Second, given a polygon, we check its depth with other polygons. If its depth is greater 

than the depth of some other polygons, then it is possible that the given polygon will be occluded. Finally, by 

calculating the ray-polygon intersection between these potential occluded polygons, we can discard the occluded 

polygons, as Fig.6(c). shows. This step eliminates the influence of the inside structure. In the experiments, we will 

compare the influence of the inside structure on the performance of 3D model retrieval. Fig.7 is an example for the 

view generation. 

 

 

Fig. 7. The projected view with complex inside structure. 

 

5. SIMILARITY MEASUREMENT 

Since the 3D models are represented by 2D views, the similarity problem of two 3D models is converted to compute 

the similarity between 2D views (as Fig.8. shows). We have proposed a 2D shape distribution method. For its detailed 

explanation, refer to [18]. We describe the basic steps as follows: 

(1) The first step samples a large amount of random points on the edges. In our prototype system, we sample 100,000 

points along edges uniformly. 

(2) The second step calculates the Euclidean distance distribution between two random points. The histogram can be 

represented as Fig.9. shows. The two histograms are the 2D shape distribution of the two views in Fig.8. 
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(a)                                                    (b) 

Fig. 8. Similarity measurement between (a) and (b). 
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(a)                                         (b) 

Fig. 9. 2D shape distributions of the views shown in Figure 8. 

 

(3) The final step is to compute the difference between the shape distributions. We divide the distribution along 

distance-axis into 500 blocks and compute the average values. For any two histograms, we can accumulate the 

differences between these blocks. This process can be expressed by a formula as Eqn.(1)., where s and k are the 

histogram blocks of two distributions. 

 

6. FEEDBACK INTERACTION FOR REFINING RETRIEVAL 

ShapeLab provides several feedback ways for users to interactively refine retrieval results: 

• Weight Value Adjustment for Orthogonal Views: In this paper, a 3D model is described by three orthogonal 

views. Different views reflect certain shape characteristics from different perspectives. To find similar shapes 

with certain features, users are allowed to emphasize certain views by adjusting their weights. This interaction 

is illustrated by Fig.10. In this process, after some coarse results are retrieved, users can refine the results by 

assigning a higher weight to the views that play a more important role in the desired shape. The larger the 

weight value is, the more important the view will be. Users can repeat this process to refine the searched 

results.  

Sketch-View

Input

3D Models &

2D Drawings

Users

Weight Value

Adjusting
 

Fig. 10. Retrieval refinement by adjusting weights of different views. 

• Initial Sketch Input Editing: In some cases, just adjusting weight value is not enough because the initial sketch 

is not sufficient to represent the desired models and sometimes users make mistakes. Enabling a user to edit 

the initial sketch input is an efficient way to refine the search results, especially when the searched results can 
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be displayed dynamically along the modification of the sketch. This interaction can be illustrated in Fig.11. 

Users can modify the input sketches according to the retrieved results. 

Sketch-View

Input

3D Models &

2D Drawings

Users

View

Modification
 

Fig. 11. Feedback process by initial sketch input editing. 

• Retrieved Result Editing: In the two interactions described previously, retrieved results are used to help users 

to check and modify the improper input. We also propose a third approach to edit the views of the retrieved 

3D models or 2D drawings to improve and refine the retrieval results. As described in Section 4, the 2D views 

of a 3D model can be generated automatically. Therefore, users can input a simple coarse sketch first and 

find some similar 3D models as another round sketch input. Based on the generated views, users can edit it 

according to their shape concepts. Because the generated views are more regular than the hand-drawn ones, 

this kind of feedback interaction is expected to achieve better performance. The feedback process can be 

illustrated by Fig.12. In contrast with the previous feedback mechanism, this feedback mechanism allows uses 

to edit the views of the retrieved models.  

Sketch-View

Input

3D Models &

2D Drawings
2D Views

View

Modification
Users

 

Fig. 12. Feedback process by retrieved result editing. 

• Dynamic Retrieved: With the above feedback mechanisms, users can retrieve 2D drawings or 3D models in a 

coarse-to-fine way. Generally, it is not easy for users to find proper weight values or modify the sketches just 

within one time. Users usually have to repeat this process for several times. To accelerate this process, we 

provide a dynamic retrieval mechanism, as Fig.13 shows. A user’s behaviors are monitored by ShapeLab all 

the time. During the feedback-based interactions, once an operation is finished, the retrieval results will be 

dynamically refreshed so that a user can experience the impact of his operation upon the retrieval results. In 

this way, users can get instant feedback and adjust their operations efficiently.  

Users'

Operation

ShapeLab

Monitor

3D Models &

2D Drawings

 
Fig. 13. Dynamic retrieval. 

 

7. EXPERIMENTS AND DISCUSSION 

The proposed sketch user interface is implemented as a prototype system on Windows platform. In order to test the 

performance, we have built a benchmark, namely Purdue 3D Shape Benchmark, which includes 801 CAD models 

from industrial fields. All the data is available publicly from our website 

http://engineering.purdue.edu/precise/PBenchMark.html. The 3D model benchmark consists of 42 clusters of similar 

parts. Following, we will present some experimental evaluation results.  

The Precision-Recall (PR) curve is the most common way to evaluate the performance of a retrieval system. Recall 

measures the ability of a system to retrieve the desired objects, while precision measures the ability of a system to weed 

out what users do not want. Definitions of precision and recall are illustrated in Figure 25. PR curves describe the 

relationship between precision and recall for an information retrieval method. We used standard techniques of 
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constructing PR curves from the NIST TREC standards [19]. A perfect retrieval retrieves all relevant models consistently 

at each recall level, producing a horizontal line at precision = 1.0. However in practice, precision decreases with 

increasing recall. The closer a PR curve tends to the horizontal line at precision = 1.0, the better the information 

retrieval method. If the PR curves for two information retrieval methods cross each other or are very close to each 

other, it is difficult to make judgments about the relative effectiveness of each method. 

For 3D model retrieval, to compare the performance between our proposed method (namely Orthogonal Main View) 

and other methods, we implemented six other available 3D shape descriptors: (1) Moment Invariants (MI) [20]; (2) 

Spherical Harmonics (SH) [21]; (3) Crinkliness and Compactness (CC) [22]; (4) 3D Shape Distribution (3DS) [8]; (5) 

Convex Hull Histogram (CHH) [23]; and (6) Solid Angle Histogram (SAH) [24]. The final PR curves are shown in 

Fig.14. From the precise-recall curves, it has been found that our proposed method has the best discrimination ability. 
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Fig. 14. Recall-Precision curves for 3D model retrieval. 

 

To explain the effects of the feedback interaction upon retrieval performance, we also list some experimental data. It 

shows that users’ active interaction can improve the overall performance obviously. Tab.1. shows an example to 

explain the effect of weight adjustment. 

 

7. CONCLUSION 

This paper describes a 2D sketch user interface for 3D model retrieval, in which several feedback ways are provided to 

users to refine the retrieval performance interactively. This kind of interaction paradigm can provide higher retrieval 

accuracy and less time than query by example, which is a commonly used approach. Preliminary experiments show 

that interactive feedbacks can improve the performance of 3D model retrieval further. In the future, we will 

parameterize the sketches and conduct extensive experiments to verify the feedback interaction and parameterization. 

 

 

Tab. 1. A weight adjustment example 
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