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#### Abstract

In order to improve the effect of visual biostatistics, this paper combines the visual recognition algorithm to construct a multi-perspective visual biostatistics system, and deduces the upper limit formula of the codeword capacity of optical orthogonal codes. Moreover, this paper analyzes several common methods of constructing optical orthogonal codes in combination with the actual needs of biostatistics. In addition, this paper improves the greedy algorithm and accelerated greedy algorithm, compares the two algorithms through Matlab simulation, and simulates and analyzes the correlation characteristics of optical orthogonal codes. Finally, this paper constructs the system architecture of the visual biostatistics system. The simulation study shows that the multi-perspective visualization biostatistics system has a good bioinformatics statistical effect.
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## 1 INTRODUCTION

With the rapid growth of the data of biologically relevant systems, researchers have paid more attention to the rapid and effective simulation and prediction of these complex data through statistical methods. Moreover, the intrinsic relationship between the structure of biomolecules and their properties/activities is analyzed with the help of predictive models [6].

Virtual Reality (VR) has emerged as a valuable tool in various fields, including bioinformatics, for addressing the challenges associated with sampling surveys. The most scientific method to solve the problem of bioinformatics is sampling survey. Sampling survey is widely used because of its low cost, high speed and high accuracy. It is a set of behaviors for the purpose of obtaining a sample and relies on a series of programmed algorithms to accurately describe the population. Moreover, sampling survey is a basic theory that is difficult to understand, but is widely used in real society [15]. It involves almost all walks of life, and especially plays a pivotal role in the investigation of biological resources on which we depend. It involves not only the application of general sampling survey methods, but also the application of sequential sampling and marking, and the application of recapture methods is more common. In recent years, with the development of computers, the
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complicated and primitive means have been replaced [16], and many departments have also developed special statistical software for sampling surveys. However, most of the sampling survey statistics of biological resources are operated by hand on the computer, which is time-consuming and labor-intensive, and is prone to errors, and the sampling method is not easy to master.

There are two types of errors in sampling surveys: sampling error and non-sampling error [19]. Sampling error is a random error without systematic deviation. The size of the error can be calculated by formula. It decreases with the increase of the sample size, which is inevitable in sampling survey. It is mainly determined by the degree of difference in the marker values of each unit of the population, the choice of sampling method, the number of sample units, and the estimation method. The non-sampling error lacks a satisfactory estimation method, so it is difficult to calculate. The main reasons for non-sampling errors are [7]: 1) Errors in the questionnaire design process in the design stage; the design of questionnaires and sampling survey methods is unreasonable or unscientific, such as the questionnaire is too complex, contains many professional terms or has too many questions, causing the respondents to be bored; the sampling frame is incomplete, such as missing the target overall unit or including non-target overall units, resulting in overestimation or underestimation; 2) The results of the survey are biased due to non-response to the questionnaire during the survey stage, and the survey process Medium: The staff's negligence or low professional quality, such as the staff's inability to communicate well with the respondents, resulting in the respondents' refusal to answer, the investigators subjectively check the sampling units to save time and effort, or make fraudulent: 3) Data In the aggregation stage, non-sampling errors may occur due to possible errors in filling in the adjustment data, inputting the data into the computer, or backward data processing technology. In the process of sampling survey, we should try to reduce non-sampling error as much as possible, and the control of non-sampling error can be divided into three stages [18]: 1) Design stage, the questionnaire design is scientific and rational, the purpose is clear, and the design questions should be To make it easy for the respondents to answer the question, a roundabout survey method should be used for privacy issues. The questionnaire questions should be mostly multiple-choice questions, and subjective questions should be used as little as possible. The choice of the survey method should also be timely and convenient. Staff with high personal and professional qualities should handle the case of refusal to police properly; 3) In the data aggregation stage, the survey data should be strictly reviewed, appropriate data processing technology should be selected, and data entry should be careful and not careless main idea.

In recent years, a large number of research results have been achieved in the analysis of network motifs. The research in the literature [17] shows that some network motifs are basic information processing modules in gene regulation networks, and they cooperate with each other to complete the information in gene regulation networks. Process work. Literature [5] found the same three network motifs with important functions in the gene regulatory networks of bacteria and yeast, which may imply that motifs with the same structure in the same type of network have the same network function. Literature [3] proposed that these three important network motifs also appeared in the signal transduction network and the developing transcription network. In recent years, in the continuous research on biological network motifs, the concept of motif cluster, superfamily, can help people to further understand the function of biological network. The discovery of these network motifs, which are the basic functional modules of the network, is an important way for humans to understand the biological network and even the function of the genome. Especially now, the research on the function of the genome is still in the exploratory stage, and the biological network motif is more reflected. Its important value [12]. Although network motifs have been proven to be of great significance for future biological research, the discovery of network motifs is a difficult and algorithmic task, especially for those with a large number of network nodes [13]. Therefore, it is urgent to improve and research the discovery algorithm of network motifs. The network motif discovery algorithm can generally be divided into three main steps: (1) generate a set of suitable random networks according to the input network [2]; (2) perform subgraph mining on the input network and
the generated random network, (3) Compare the frequency of occurrence of subgraphs to identify network motifs. Most of the work focuses on the improvement of the subgraph mining in the second step. Literature [8] proposed a statistical-based biological network motif discovery algorithm, and made certain revisions to the concept of motifs, and achieved very good results. The good effect is not only improved in time complexity, but also more able to reflect the evolution process of the motif. However, the author only carried out a mathematical theoretical analysis of the algorithm, no simulation experiments, and no software published. Reference [11] proposed a biological network motif discovery algorithm based on expectation maximization algorithm. Because the network motif discovery algorithm is a new research direction and involves many fields with great research difficulty, it is a new research topic with great challenges at home and abroad.

Biological big data contains important information such as the origin of life, disease health, and crop cultivation. The efficient and accurate interpretation of biological big data is related to important issues such as human health and food security. Because biological big data has the characteristics of complex type, heterogeneous structure, high redundancy and huge volume, researchers need to use data visualization and other methods to understand its composition characteristics and internal connections, and then dig out more quickly and pertinently. Related knowledge information [1].

With the continuous development of biotechnology, massive data information is being accumulated rapidly, biology has entered the era of big data, and various new experimental technologies represented by second-generation high-throughput sequencing are rapidly generating and accumulating massive data sets. These data sets containing rich knowledge information are called biological big data [9]. In recent years, a number of large-scale biological big data output projects have been generated around the world, such as the Cancer Genome Atlas (TCGA), the 1000 Genomes Project, etc. These data are stored in the European Bioinformatics Institute (EBI), the US National Biological In public databases such as the Center for Technical Information (NCBI) [4].

Data visualization transforms the characteristic information of text or binary data in a database with a large amount of data, such as time or space-related information, into more intuitive and vivid diagrams or tables through computer graphics, statistics and other technologies. The abstract information is intuitively analyzed and represented, which helps to better understand the data, enhance the cognitive data, and mine the laws or intrinsic information between transactions contained in a large amount of data [14]. The role of visual analysis of biological big data mainly includes three aspects: helping researchers to quickly extract essential features from the original data set with large volume and lack of organizational context, providing theoretical guidance for research work; extracting a certain part of biological big data. The characteristics of dimensions can be visually displayed and emphasized in a graphical way; it can effectively deconstruct biological big data, remove redundant information and background noise, and obtain more scientifically meaningful data analysis results [10].

In this paper, an intelligent visualization algorithm is used to construct a multi-perspective visualization biostatistics system from multiple perspectives, and an intelligent method is used to conduct biostatistics to improve the effect of ecological management.

## 2 VISUAL RECOGNITION ALGORITHM

### 2.1 Generation Of Optical Orthogonal Codes

Optical orthogonal codes is a commonly used method to solve the multiple access method in the visual biometric system. It is a set of $\{0,1\}$ binary sequences with good autocorrelation and crosscorrelation. Since most of the current visual biometric identification systems use light intensity modulation, and the light intensity has no negative value, unlike the traditional code division multiple access (CDMA), there is no negative value in the binary sequence of the optical orthogonal code. Optical orthogonal codes are first used in optical fiber communication code division multiple access,
which enables many asynchronous communicators to complete communications efficiently and stably. Since the code division multiple access system in visual biometric identification does not require synchronization between the two communication parties, the flexibility of the system is greatly increased.
Optical orthogonal codes are closely related to constant weight error correction codes and difference sets. Furthermore, many off-the-shelf techniques have been applied to the analysis of the construction of optical orthogonal codes. However, due to differences in disciplines, we only borrow the theoretical results we care about.
For a set of optical orthogonal codes with code length $n$ and code weight $w$, we use $\left(n, \omega, \lambda_{a}, \lambda_{c}\right)$ to represent them. It must satisfy the following two properties:

1) Autocorrelation properties:

$$
\begin{equation*}
\sum_{t=0}^{n-1} x_{t} x_{t+\tau} \leq \lambda_{a} \tag{1}
\end{equation*}
$$

Among them, $x \in C, \tau$ is an integer, $0<\tau<n$.
2) Cross-correlation properties:

$$
\begin{equation*}
\sum_{t=0}^{n-1} x_{t} y_{t+\tau} \leq \lambda_{c} \tag{2}
\end{equation*}
$$

Among them, $x \neq y \in C, \tau$ is any integer.
The optical orthogonal code here is defined in terms of periodic correlation, that is, the ' + ' in the formula is modulo n addition. $\lambda_{a}$ and $\lambda_{c}$ are the autocorrelation and cross-correlation limits, respectively.
The cyclic shift of the optical orthogonal code does not affect the autocorrelation and crosscorrelation characteristics of the optical orthogonal code. We assume that $C^{\prime}$ is a set of codewords obtained by cyclic shift of a set of optical orthogonal codes C . If $\mathrm{C}^{\prime}$ is still a set of optical orthogonality, then we treat $C^{\prime}$ and $C$ as the same codeword.
We look at optical orthogonal codes from the perspective of set theory. A set of $\left(n, \omega, \lambda_{a}, \lambda_{c}\right)$ optical orthogonal codes can be regarded as a set of integers of $w$ tuples modulo $n$, where a set of $w$ tuples represents a codeword, and the number in each set represents the position of the codeword ' 1 '. Therefore, the auto-correlation and cross-correlation characteristics of optical orthogonal codes can be expressed as:

1) Autocorrelation properties:

$$
\begin{equation*}
|(a+X) \cap(b+X)| \leq \lambda_{a} \tag{3}
\end{equation*}
$$

Among them, $x \in C, a, b$ is any integer modulo n and $a \neq b$.
2) Cross-correlation properties:

$$
\begin{equation*}
|(a+X) \cap(b+Y)| \leq \lambda_{c} \tag{4}
\end{equation*}
$$

Among them, $x \neq y \in C$, and $a, b$ is arbitrary integers. We need to pay attention to $a+X=\{a+x: x \in X\}$, and the integer $a, b$ must be the result of the operation modulo n . It can be seen that when the code length n is much larger than the code weight w , it is very simple and clear to express the optical orthogonal code from the perspective of set theory.
When the autocorrelation limit and cross-correlation limit of a set of optical orthogonal codes are equal, we can express $(n, \omega, \lambda)$ in short form, where $\lambda$ represents the auto-correlation limit and the cross-correlation limit. For example, $C=\{1101000\}$ is a codeword of a set of optical orthogonal codes (7, 3, 1). In the notation of sets, it is $C=\{0,1,3\}$ (mod7). For example, $c=\{1100100000000,1010000100000\}$ are two code words in a set of optical orthogonal codes (13, 3,1 ). It is expressed in the notation of a set as $C=\{\{0,1,4\},\{0,2,7\}\}$ (modl3).
The m optical orthogonal codes with parameter $\left(n, \omega, \lambda_{a}, \lambda_{c}\right)$ can be expressed in the form of codeword blocks:

$$
\begin{equation*}
C_{l}=\left\{a_{i 1}, a_{t 2}, \ldots, a_{i \omega}\right\} \tag{5}
\end{equation*}
$$

Among them, i represents different codewords, and ${ }_{m}$ represents the position where the nth ' 1 ' appears in the i-th codeword. In the i-th codeword of the optical orthogonal code, the sum of the difference sets of all ' 1 ' codes can be expressed as

$$
\begin{equation*}
D_{i}=\left\{a_{i j}-a_{i k}, j, k=1, \ldots, \omega ; j \neq k\right\}(\bmod L) \tag{6}
\end{equation*}
$$

Then, the set of all differences of the orthogonal code can be expressed as:

$$
\begin{equation*}
D=\left\{D_{i}, i=1, \ldots, m\right\} \tag{7}
\end{equation*}
$$

According to the correlation properties of the optical orthogonal codes, it is not difficult to obtain the following properties of the difference set sum representation of the optical orthogonal codes:
Property 1: The correlation characteristics of optical orthogonal codes can be explained as follows: 1) The autocorrelation characteristics can be understood as the repetition of elements in any difference set and $D_{i}$ does not exceed $\lambda_{a}$. 2) The number of elements in the intersection $D_{i} \cap D_{j}$ of any two difference sets cannot exceed $\lambda_{c}$.
Property 2: The upper limit of the number of codewords of the optical orthogonal code $\left(n, \omega, \lambda_{a}, \lambda_{c}\right)$ can be expressed as $\Phi\left(n, \omega, \lambda_{a}, \lambda_{c}\right)$. Next, we discuss the upper limit of the codeword of the optical orthogonal code $(n, \omega, l)$. Since the autocorrelation limit of the optical orthogonal code is 1 , there is no repeated element in any difference set $D_{i}$ of the optical orthogonal code codeword. Therefore, the number of elements of the set is $\left|D_{i}\right|=\omega(\omega-1)$. Since the cross-correlation limit of the optical orthogonal code is 1 , the intersection of any two difference sets of the orthogonal code word is $D_{i} \cap D_{j}=\varnothing$. Therefore, it is not difficult to obtain the upper limit of the capacity of the orthogonal code as:

$$
\begin{equation*}
\Phi(n, \omega, 1) \leq \frac{n-1}{\omega(\omega-1)} \tag{8}
\end{equation*}
$$

For example, $x=\{0,1,3,7\}$ and $y=\{0,5,13,22\}$ are two codewords in the codeword (49, 4, 1), $D_{x}=\{1,2,3,4,6,7,42,43,45,46,47,48\}$ and and their difference sets can be calculated as , respectively. It can be seen that there are no $D_{y}=\{5,8,9,13,17,22,27,32,36,40,41,44\}$ repeated elements in $D_{x}$ and $D_{y}$, so the symbolic property is 1 , that is, it conforms to the autocorrelation property. $D_{x} \cap D_{y}=\varnothing$ conforms to the cross-correlation property.
Optical orthogonal codes have other applications. In spread spectrum communication, the lower the correlation between frequency hopping patterns, the better, so optical orthogonal codes can be used to generate good frequency hopping patterns. However, there is an important factor to consider, the frequency hopping pattern can usually be represented as dots on a rectangular checkerboard, indicating that only one frequency can occur per time slot. To get the frequency hopping pattern from the optical orthogonal code, we can put an optical orthogonal code into a matrix. The ' 1 ' in each column indicates that the time slot has the corresponding frequency for communication.
Optical orthogonal codes can also be applied to many other situations, as long as they are related to autocorrelation and cross-correlation, such as signal design for radar and sonar.

### 2.2 Design of Optical Orthogonal Codes

The codeword capacity $\Phi(n, \omega, \lambda)$ of optical orthogonal codes can be drawn from the relevant conclusions of algebraic coding theory. A set of error correction codes is a set of binary n -tuples, and each set of $n$-tuples of binary numbers is a codeword, and the number of ' 1 ' is the code weight. Hamming distance is the number of ' 1 ' in different positions between two codewords. The most basic problem in algebraic coding theory is to find the maximum number of codewords for a given code length of n and a code distance of at least d. $A(n, d, \omega)$ represents the maximum capacity of an error correction code word with a code length of $n$, a code weight of w , and a code distance of at least d. It is difficult to know the exact value of the codeword capacity $A(n, d, \omega)$ of the error correction code. After many people's research, it is concluded that the Johnson circle is as follows:

$$
\begin{equation*}
A(n, 2 \delta, \omega) \leq \frac{n(n-1) \cdots(n-w+\delta)}{w(w-1) \cdots \delta} \tag{9}
\end{equation*}
$$

We can derive the upper bound $\Phi(n, \omega, \lambda)$ for optical orthogonal codes according to the Johnson bound formula for error correction codes.
Theorem 1:

$$
\begin{align*}
\Phi(n, w, \lambda) & \leq(1 / n) A(n, 2 w-2 \lambda, w)  \tag{10}\\
& \leq((n-1) \cdots(n-\lambda) / w(w-1) \cdots(w-\lambda))
\end{align*}
$$

Proof: For any set of optical orthogonal codes $C(n, w, \lambda)$, all cyclically shifted codewords of the codeword are denoted by $C^{\prime}$. It is not difficult to obtain the newly obtained codeword capacity $\left|C^{\prime}\right|=n|C|$ , and the code weight of the newly obtained codeword is also $w$. Since the autocorrelation limit and the cross-correlation limit of the optical orthogonal code $C$ are both $\lambda$, that is, in the codeword $C^{\prime}$, the number of any two codewords' 1 ' in the same position is at most $\lambda$ . Therefore, the code distance of the codeword $C^{\prime}$ is at least $2 w-2 \lambda$. Therefore, we can get:

$$
\begin{equation*}
\left|C^{\prime}\right|=A(n, 2 w-2 \lambda, w) \tag{11}
\end{equation*}
$$

Because of $|C \eta=n| C \mid$, theorem 1 is proved.
When $\lambda_{a} \neq \lambda_{c}$, we set $\lambda=\max \left(\lambda_{a}, \lambda_{c}\right)$, and the above theorem still holds. When $\lambda$ is smaller, the result obtained by Theorem 1 is closer to the exact value of the codeword capacity.
We can construct a new set of optical orthogonal codes from a set of known optical orthogonal codes $C\left(n, w, \lambda_{a}, \lambda_{c}\right)$.
Method 1: For a set of known optical orthogonal codes $C\left(n, w, \lambda_{a}, \lambda_{c}\right)$, we can regard it as another set of optical orthogonal codes $C\left(n, w, \lambda_{a}^{\prime}, \lambda_{c}^{\prime}\right)$, where $\lambda_{a}^{\prime} \geq \lambda_{a}, \lambda_{c}{ }^{\prime} \geq \lambda_{c}$.
Method 2: For m known optical orthogonal codes $C\left(n, w, \lambda_{a}, \lambda_{c}\right)$, we can construct $\binom{m}{2}$ parameters as $\left(n, 2 w-2 \lambda_{c}, 2 \lambda_{a}+2 \lambda_{c}, w+3 \lambda_{c}\right)$ codeword $C^{\prime}$. For any two codewords x and y in codeword C , we can construct a codeword z in codeword $C^{\prime}$. First, we set $z^{\prime}=x \vee y$, where $\vee$ represents a bit operation. Since the code weights of x and y are both w , and the overlap of '1' does not exceed $\lambda_{c}$ , the code weight $w t\left(z^{\prime}\right)$ of the codeword $z^{\prime}$ is at least $2 w-2 \lambda_{c}$. Then, a 1 of $w t\left(z^{\prime}\right)-\left(2 w-2 \lambda_{c}\right)$ at any position in the codeword $z^{\prime}$ becomes a 0 to obtain the codeword $z$. In this way, the code weight of each codeword z in the codeword set $C^{\prime}$ is equal to $2 w-2 \lambda_{c}$. The autocorrelation value of codeword $z$ does not exceed the autocorrelation value of codeword $z^{\prime}$
$\mid(x \vee y) \cap(x \vee y$ Cyclic displacement $) \mid$
$\unlhd x \cap(x$ Cyclic displacement $) \mid$
$+\mid x \cap(y$ Cyclic displacement $) \mid$
$+\mid y \cap(x$ Cyclic displacement $) \mid$
$+\mid y \cap(y$ Cyclic displacement $) \mid$
$\leq \lambda_{a}+\lambda_{c}+\lambda_{c}+\lambda_{a}=2 \lambda_{a}+2 \lambda_{c}$

Therefore, the optical orthogonal code $C^{\prime}$ satisfies the autocorrelation property. Among them, codewords $z_{1}$ and $z_{2}$ are represented by $z_{1}{ }^{\prime}=x_{1} \vee y_{1}$ and $z_{2}{ }^{\prime}=x_{2} \vee y_{2}$, respectively, where $x_{1}, x_{2}, y_{1}, y_{2}$ is the codeword in the optical orthogonal code C, and $\left\{x_{1}, y_{1}\right\} \neq\left\{x_{2}, y_{2}\right\}$. The crosscorrelation value of codewords $z_{1}$ and $z_{2}$ does not exceed the cross-correlation value of ${ }_{1}{ }^{\prime \prime}$ and $z_{2}{ }^{\prime}$ :

$$
\begin{align*}
& \mid\left(x_{1} \vee y_{1}\right) \cap\left(x_{2} \vee y_{2} \text { Cyclic displacement }\right) \mid \\
& \qquad \leq\left\{\begin{array}{l}
4 \lambda_{c}, \text { If }\left\{x_{1}, y_{1}\right\} \cap\left\{x_{2}, y_{2}\right\}=\varnothing \\
w+3 \lambda_{c}, \text { other }
\end{array}\right. \tag{13}
\end{align*}
$$

Because of $\lambda_{c} \leq w$, the codeword $C^{\prime}$ satisfies the cross-correlation property.
Method 3: For a given optical orthogonal code $C\left(n, w, \lambda_{a}, \lambda_{c}\right)$, we can construct a new set of optical orthogonal codes $C^{\prime}\left(t n, t w, t \lambda_{a}, t \lambda_{c}\right)$. This method is relatively simple, and repeats the known optical orthogonal code $t$ times to obtain a new codeword.
Greedy algorithms are used in many fields. Here, we use a greedy algorithm to construct optical orthogonal codes with regular parameters. We give lower bounds on optical orthogonal codes according to the greedy algorithm. In the case of different parameters, the accuracy of the two lower bounds is not the same. In practice, the codewords that may be constructed by the greedy algorithm are better than the lower bound budget. In addition, the greedy algorithm still has a lot of room for improvement.
The greedy algorithm constructs an optical orthogonal code with parameter $\left(n, w, \lambda_{a}, \lambda_{c}\right)$. First, the codeword set is an empty set. Then, we detect $\binom{n}{w}$ possible n-tuple codewords one by one. If the autocorrelation and cross-correlation characteristics are satisfied, the n-tuple is added to the optical orthogonal code codeword set.
The time complexity of the greedy algorithm is $\binom{n}{w}|C| w^{2} \quad$ and the space complexity is $|C| n$ Next, we introduce the lower bound of the optical orthogonal code derived from the greedy algorithm.
Theorem 2:

$$
\begin{equation*}
\Phi\left(n, w, \lambda_{a}, \lambda_{c}\right) \geq \frac{\binom{n}{w}-\frac{n-1}{2}\binom{w}{\lambda_{a}+1}\binom{n}{w-\lambda_{a}-1}}{n \cdot \sum_{i=\lambda_{c}+1}^{\min \{n-w, w\}}\binom{n-w}{w-i}\binom{w}{i}} \tag{14}
\end{equation*}
$$

Proof: For the molecular part, we only need to prove that there are at most $\frac{n-1}{2}\binom{w}{\lambda_{a}+1}\binom{n}{w-\lambda_{a}-1}$
autocorrelation properties that do not conform to optical orthogonal codes. For the denominator part, we only need to prove that for any n-tuple codeword, there are at most $n \cdot \sum_{i=\lambda_{c}+1}^{\min \{n-w, w\}}\binom{n-w}{w-i}\binom{w}{i}$ properties of optical orthogonal codes.
First, we prove the molecular part: we set y to be an n-tuple codeword and $s_{1}, s_{2}, \cdots, s_{w}$ to denote its ' 1 ' position. If the $n$-tuple $y$ does not conform to the autocorrelation property of the optical orthogonal code, then at least $\lambda_{a}+1$ elements in the difference set D of the n -tuple codeword are the same. The value of the same element in the difference set D is $\delta$, then there are at most $(n-1) / 2$ choices for the value of $\delta$. Moreover, there are at most $\binom{w}{\lambda_{a}+1}$ ways to determine the position of the ' 1 ' in the n -tuple y in the difference set D , and at most $\binom{n}{w-\lambda_{a}-1}$ ways to
select the positions of the remaining '1's. The proof of the molecular part is completed. The proof of
the denominator part is as follows: For a given n -tuple codeword x , there are at most the position of the ' 1 ' in the n -tuple y in the difference set D , and at most $\binom{n}{w-\lambda_{a}-1}$ ways to
select the positions of the remaining ' 1 's. The proof of the molecular part is completed. The proof of
the denominator part is as follows: For a given n -tuple codeword x , there are at most the position of the ' 1 ' in the n-tuple y in the difference set D , and at most $\binom{n}{w-\lambda_{a}-1}$ ways to
select the positions of the remaining '1's. The proof of the molecular part is completed. The proof of
the denominator part is as follows: For a given n -tuple codeword x , there are at most $\sum_{i=\lambda_{c}+1}^{\min [n-w, w)}\binom{n-w}{w-i}\binom{w}{i}_{\mathrm{n}}$ ne position of the ' 1 ' in the n -tuple y in the difference set D , and at most $\binom{n}{w-\lambda_{a}-1}$ ways to
elect the positions of the remaining ' 1 's. The proof of the molecular part is completed. The proof of
he denominator part is as follows: For a given n -tuple codeword x , there are at most n -tuple codeword has at most n corresponding cyclically shifted codewords, and these codewords also do not represent the cross-correlation properties of optical orthogonal codes.

$$
\begin{equation*}
\Phi\left(n, w, \lambda_{a}, \lambda_{c}\right) \geq \frac{n^{\lambda_{c}}}{\frac{w!}{\left(w-\lambda_{c}-1\right)!}\binom{w}{\lambda_{c}+1}}+\text { Low order term } \tag{15}
\end{equation*}
$$

Among them, the lower-order terms of the formula are negligible.
Its flow chart is as follows Figure 1.

### 2.3 Simulation Results and Analysis

If it is assumed that the code length is 43 , the code weight is 4 , and the autocorrelation and crosscorrelation limits are 1, the result of the codeword block group simulated by this algorithm is:
$\{0,1,3,12\}\{0,4,10,17\}\{0,5,19,27\}$
When the code length is 49 , the code weight is 4 , and the autocorrelation limit and cross-correlation limit ae 1 , the result of the codeword block group simulated by this algorithm is:
$\{0,1,17,26\}\{0,2,5,12\}\{0,4,15,35\}\{0,6,19,27$ )


Figure 1: Flow chart of constructing optical orthogonal codes by greedy algorithm.
Next, we perform autocorrelation limit verification for $\{0,1,3,12$ ), as shown in Figure 2, and crosscorrelation limit verification for $\{0,1,3,12$ ) and $\{0,4,10,17\}$, as shown in Figure 3. It can be seen from the verification of Figure 2 and Figure 3 that the design of the algorithm is accurate. Compared with the fast greedy algorithm to be introduced in the F-face, the main advantage of this algorithm is that it can find the codeword with the largest capacity, but its time is several times or even dozens of times that of the fast greedy algorithm.


Figure 2: Autocorrelation function of codeword $\{0,1,3,12\}$.
In practical applications, people often use the "fast and greedy algorithm". Compared with the greedy algorithm, the fast greedy algorithm is much faster, but the codeword obtained by the accelerated greedy algorithm is relatively less.


Figure 3: Cross-correlation function of codewords $\{0,1,3,12\}$ and $\{0,4,10,17\}$.
Fast and greedy algorithm: This algorithm is easier to understand by discussing it in the way of set theory. When the algorithm constructs the optical orthogonal code, the elements of the code word are added one by one. It contains two loops, the outer loop is to add a codeword every time the loop is looped, and the inner loop is to add an element to the existing codeword every time it loops. At the beginning of the loop, the codeword set is an empty set, and when the inner loop cannot find more suitable codeword elements, the loop ends.

It is assumed that there are $\mathrm{m}+1 \mathrm{~W}$ element sets already in the codeword set, and the m -th w tuple set also has w-1 elements that have been found. For each $x(0<x<n)$, the algorithm counts the number of times the equation $x=a+b-C$ holds. Among them, $a, b, c, a \neq c$, are the elements in the m-th incomplete codeword. If the number of times to find the expression is less than $\lambda_{a}$, then x conforms to the autocorrelation property of the optical orthogonal code. For the found codeword $S_{i}$ (w-tuple set), $l \leq i \leq m-1$. The algorithm also counts the number of times the equation $\mathrm{x}=\mathrm{a}+\mathrm{b}$ c holds, where a is the element in the incomplete w-tuple to be added, and $b \neq c$ is the element in $S_{i}$. If for each selected codeword $S_{i}$, the number of times the equation holds is less than $\lambda_{c}$, then x conforms to the cross-correlation property of the optical orthogonal code. There are $(w-1)^{2}(w-2)$ kinds of expressions $\mathrm{a}+\mathrm{b}-\mathrm{c}$ for the codeword to be added, where $a, b, c, a \neq c$ is the element in the codeword to be added. For the selected codeword, there are $\mathrm{f}(m-1) w(w-1)^{2}$ expressions a+b-c, $a$ is an element in the incomplete $w$-tuple to be added, and $b \neq c$ is an element in a codeword in the selected codeword. Therefore, if an element can make the codeword to be added a complete optical orthogonal code, it must satisfy:

$$
\begin{equation*}
\frac{(m-1) w(w-1)^{2}}{\lambda_{c}}+\frac{(w-1)^{2}(w-2)}{\lambda_{a}}+w-1<n \tag{16}
\end{equation*}
$$

From the above equation, we can get another lower bound for optical orthogonal codes. Theorem 3:

$$
\begin{equation*}
\Phi\left(n, w, \lambda_{a}, \lambda_{c}\right) \geq \frac{\lambda_{c}(n-w+1)-\left(\lambda_{c} / \lambda_{a}\right)(w-1)^{2}(w-2)}{w(w-1)^{2}} \tag{17}
\end{equation*}
$$

The time complexity of the fast greedy algorithm is $O\left(|C|^{2} w^{4}\right)$ and the space complexity is $\mathrm{O}(\mathrm{n})$. Compared with the greedy algorithm, the speed of the accelerated greedy algorithm is greatly improved.

The simulation flow chart is as follows figure 4:


Figure 4: Flow chart of constructing optical orthogonal codes by fast greedy algorithm.

### 2.4 Simulation Results and Analysis

When the code length is 35 , the code weight is 3, and the autocorrelation limit and cross-correlation limit are 1, the result of the codeword block group simulated by this algorithm is:
$\{0,1,3\}\{0,4,9)\{0,6,13\}\{0,8,18)$
When the code length is 49, the code weight is 4 , and the autocorrelation limit and cross-correlation limit are 1 , the result of the codeword block group simulated by this algorithm is:
$\{0,1,3,7)\{0,5,13,22\}\{0,10,21,33\}$
Next, we perform autocorrelation limit verification for $\{0,1,3,7$ ), as shown in Figure 5, and crosscorrelation limit verification on $\{0,1,3,7$ ) and $\{0,5,13,22\}$, as shown in Figure 6 . It can be seen that a codeword with a code length of 49, a code weight of 4 , and an autocorrelation limit and a
cross-correlation limit of 1 is also generated. The codeword capacity obtained by the greedy algorithm is larger than that obtained by the fast greedy algorithm, which is the main disadvantage of the fast greedy algorithm.


Figure 5: Autocorrelation function of codeword $\{0,1,3,7)$.


Figure 6: Autocorrelation function of codewords $\{0,1,3,7)$ and $\{0,5,13,22)$.

## 3 MULTI-PERSPECTIVE VISUAL BIOSTATISTICS SYSTEM

Visual biostatistics software consists of three modules, namely data management module, statistical analysis module and chart module. The system function module diagram is shown in Figure 7.


Figure 7: System function block diagram.
This section uses the system architecture diagram to describe the functions of each module and the relationship between the modules in the multi-source biological pathway data visualization system. As shown in Figure 8, the framework is divided into three layers, namely presentation layer, application service layer and data layer. The presentation layer exchanges data with the application service layer through the visualization processor of the application service layer, and the data layer exchanges data with the application service layer through the remote access processor of the application service layer.


Figure 8: Data visualization system framework for multi-source biological pathways.
The effect of the above model is verified, the application effect of the multi-perspective visual biostatistics system is calculated, and the application effect of the system in this paper is calculated
and evaluated through multiple groups of simulations. Finally, the test results shown in Figure 9 are obtained.


Figure 9: Application effect of multi-perspective visual biostatistics system.
The simulation study shows that the multi-perspective visual biostatistics system has a good bioinformatics statistical effect.

## 4 CONCLUSION

Biological resources are the basis for human survival, and a clear understanding of its structure, distribution, quantity, species and other characteristics is essential for better protection and utilization of resources. From small microorganisms to human beings, biological resources constitute an organic world. Moreover, population surveys, population numbers, distribution, growth laws, etc., the protection, development and utilization of forest resources, the occurrence trend and control of agricultural pests and diseases must be clear, so as to change from passive to active and achieve targeted. However, if a comprehensive investigation is carried out, not only a lot of human, material and financial resources will be invested, but some of them will not work at all. This paper uses the intelligent visualization algorithm to construct a multi-perspective visual biostatistics system from multiple perspectives, and conducts biostatistics through intelligent methods. The simulation study shows that the multi-perspective visual biostatistics system has a good bioinformatics statistical effect.
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