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Abstract: In order to improve the effect of English speech feature extraction, an 

intelligent clustering method of English keyword group based on computational 
intelligence is proposed. In addition, this paper also compares the false positive rate, 

space utilization rate and query time of the two-stage Bloom filtering algorithm and 
the standard Bloom filtering method. At the same time, this paper analyzes the 
probability of a certain element of the standard Bloom filter completing the judgment 

by calculating the hash function t times in the fast judgment mode. Therefore, this 
paper deduces the average number of hash functions required to calculate the 
standard Bloom filter and TPBF in the fast judgment mode. After building the model 

structure, the performance of the model is verified by simulation experiments. The 
research shows that the English keyword group intelligent clustering method based 

on computational intelligence has good effect. 
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1 INTRODUCTION 

Lexical semantic representation models are mainly divided into distribution-based representation 
and prediction-based representation. The main idea of distribution-based representation is to 
consider words with similar contextual content, which themselves are similar [7]. The distributed 

representation method only describes the co-occurrence frequency of the context distribution as the 
semantics of the vocabulary, and the vocabulary is only regarded as a simple symbol in the frequency 
statistics process, regardless of the contextual content information of the vocabulary. Moreover, 

when based on massive text data, the semantic representation vectors of words are mostly sparse 
vectors, which will occupy a lot of memory and time in the subsequent calculation process. Therefore, 

the results of deep semantic discovery of vocabulary based on distributed representation methods 
are not ideal. The main idea of the prediction-based representation method is to predict the 
probability of the occurrence of the next word according to the given context, which is mainly based 
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on the neuron distribution assumption of the artificial neural network [2]. This method can not only 
consider the context, but also the final output result is a low-dimensional real number vector, which 
solves the problem of high-dimensional sparse data, so this vocabulary representation method is 

also called word embedding. With the rapid development of deep learning technology, more and 
more researchers have begun to pay attention to the improvement of vocabulary representation 

learning methods. They mainly find good features for lexical semantic representation by training on 
large-scale corpus [5]. 

The semantic representation vectors obtained from the lexical semantic representation model 

are also widely used in various practical problems, such as knowledge base construction, machine 
translation and other practical scenarios. In terms of knowledge base construction, information 

researchers mainly use vocabulary vectors to mine entity relationships and build link relationships 
between entities. In order to reduce manual participation, they enrich the existing knowledge base 
on the basis of vocabulary semantic representation vectors. Research on knowledge base 

construction based on improved vocabulary vector representation [9]. In terms of machine 
translation, the use of lexical semantic representation to achieve machine translation on the deep 
learning model is mainly based on the idea that the original language and target language have the 

same characteristics. Matching the original words and target words with the same characteristics can 
not only improve the accuracy of machine translation results, but also reduce the dependence on 

human participation [3]. 

As the unit that can best represent the content and subject of a document, keyword analysis is 
different from other attribute units of a document. The core of keyword analysis lies not only in 

quantitative analysis at the statistical level, but also in in-depth analysis of its own semantics, which 
is an inevitable requirement for fine-grained, semantic and intelligent analysis of scientific and 
technological information. Moreover, keywords not only have important analytical value, but also 

many other elements (such as authors, institutions, journals, citations) are analyzed based on 
keyword analysis. Therefore, in keyword analysis of scientific and technological literature, how to 

express its semantic information is a crucial work [12]. However, previous studies using keywords 
mainly focused on co word analysis and word frequency statistical analysis using keywords, which 
only used keywords as simple symbols for statistics and did not involve semantic information of 

keywords, which may lead to deviation in the results of keyword analysis [1]. In fact, the selection 
of literature keywords is based on the theme of literature research, so keywords actually have a 

certain semantic function. However, few researchers pay attention to the semantic function of 
keywords. Literature [16] classifies the semantic types of keywords in scientific papers, and 
constructs a multi-dimensional keyword co-occurrence matrix to mine more keyword semantic 

information; Literature [13] takes literature keywords as the object of subject theme analysis and 
evolution research, and analyzes the evolution process of subject themes based on keyword semantic 
information on the basis of adding manual annotation. 

As the product of co word analysis, the origin and basic principle of co word matrix should be 
started from the origin and principle of co word analysis. Co word analysis is not only one of the 

three quantitative methods of information science, but also one of the common methods of content 
analysis. It mainly takes keywords in document resources as the analysis object. The theory and 
application research of co word analysis is also constantly favored by the academic community, and 

has achieved fruitful research results [8]. From the current research results, the co word analysis 
method mainly uses the co-occurrence relationship of literature or text keywords to study the 
research hotspots and topics in the discipline field. 

The basic connotation of Co word Analysis is that when two keywords that can express the 
research theme or direction of a certain discipline appear in a document, it is determined that the 

two keywords are related [10]. Specifically, the more two or more keywords appear in the same 
document at the same time, the more relevant the topics represented by these two keywords are; 
If there are more identical keywords in two or more articles, it indicates that the two articles have 
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certain similarities in research content. It is precisely because the co word analysis method can reflect 
the relationship between keywords in literature, and thus can also be used to analyze the structural 
changes of disciplines and topics represented by these words. Therefore, the co word analysis method 

can be used to aggregate the literature keywords representing the same subject, and then reveal 
the subject content of a certain subject area, such as which topics are distributed or hot topics. 

Literature [11] has made an in-depth study on the history of co word analysis. The co word analysis 
method mainly uses literature keywords to analyze the connection strength between the 
representative terms of related literature in a certain discipline field. Therefore, it can be considered 

that one of the main ways of co word analysis is to describe the research topic of a certain discipline 
field in detail by determining the concept map or knowledge network structure between these 

representative terms. As the most basic semantic representation method based on distributed 
hypothesis and the product of co word analysis, the basic idea of co word matrix is that words with 
similar contexts also have similar semantics. In previous studies, the co word matrix mainly includes 

"word word" matrix and "word document" matrix. Although the basic unit of analysis in both are 
keywords appearing in documents, the difference is that keywords in the former are used as feature 
columns, while documents in the latter are used as feature columns [6]. The "word word" matrix is 

mainly used to count the number of occurrences of two keywords in a group of words in an article. 
The "word document" matrix is used to count the number of occurrences of each keyword in a group 

of keywords in a document. With the development of co - word analysis methods, the co - word 
matrix as its product has also experienced different variations. Because the absolute co-occurrence 
frequency cannot accurately reflect the relationship between keywords, many existing analysis based 

on the co-word matrix mostly weights the keyword word frequency and converts the co-occurrence 
frequency into a similarity coefficient, so as to convert the co word matrix into a similarity matrix 
[18]. 

Literature [17] considered the analysis of co word matrix from the perspective of co word 
network. Co word network is a network constructed by keyword co-occurrence, which means that 

there is an edge between keywords that appear together in the same document. The co word network 
of a research field can explain the trend of knowledge structure, research topic evolution, topic 
diffusion, etc. of the field through complex network analysis. The small world effect in complex 

networks shows that there is a shortest path between any two nodes in a large-scale network, which 
makes the whole network a small world accessible to each other; The scale-free close-up shows that 

the validity value of nodes in the real network structure conforms to the characteristics of power 
distribution [4]. Specifically, nodes and edges are the basic elements of a complex network, where 
nodes refer to a specific individual or thing, while edges represent a relationship between two nodes, 

and edge weights represent the strength of the relationship between the two nodes. In practical 
application, in the field of literature cooperation, complex networks mainly include co authorship 
network, citation network and co word network. Among them, in the co authorship relationship 

network, the node is the document author, while the edge is the degree of co authorship between 
authors; In the citation relation network, citations are nodes, and the degree of co citation is the 

edge; In the co word network, literature keywords are nodes, and the degree of keyword co-
occurrence is the edge. The higher the frequency of keyword co-occurrence, the greater the weight 
of the edge [14]. Therefore, with the continuous development of complex network theory, 

information researchers began to consider using the traditional common word matrix to build a 
common word network. Literature [15] uses the traditional co word network for clustering, and uses 
visual means to analyze and evaluate the research hotspots of international science of science. This 

paper proposes an intelligent clustering method of keyword groups in English language based on 
computational intelligent multimedia to improve keyword recognition in English speech. 
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2   INTELLIGENT RECOGNITION CLUSTERING ALGORITHM FOR ENGLISH KEYWORDS 

2.1 Query False Positive Rate Comparison 

First, this paper compares the false positive rate of standard Bloom filter and TPBF under different 

load factors. Standard Bloom filter will produce false positives and false positives. From the basic 
principle of TPBF, it can be seen that TPBF may produce false negatives and false positives. 

Therefore, in order to compare the performance of the two with the same standard, the false positive 
rate is uniformly expressed. 
The false positive rate of standard Bloom filter is: 

                                                                   
U A

BF ALL BF

U

n -n
p

n
_ = p                                                                                          (1) 

It can be seen from the formula that when 
k (ln2 )( m / n )=

, the standard Bloom filter has the 
smallest false positive rate under the given bit vector length m or load factor Load Factor: 

                                            

)(

U
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A
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−  
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                                                                    (2) 

The minimum false positive rate of TPBF under a given load factor Load Factor is calculated by the 
formula. The minimum false positive rate of standard Bloom filter under a given load factor Load 
Factor is calculated by formula (2). 

In the following experiments, all set elements are represented in the form of strings. The hash 
algorithms in standard Bloom filter and TPBF use the APHash algorithm c. According to the formula, 

fm 2.082n 1  +   can be known, so Load Factor starts from 3.  
The data of the random-list.txt file is used as the member set, the number of set elements is 

An 20000=
, and the number of elements of the non-member set (outliers set) is U An 63040− =

, 

and the number of elements of the complete set U is Un 83040=
. The experimental process is 

divided into two steps: 
Firstly, the required bit vector m is calculated according to the set Load Factor, and then the bit 
vector m is initialized and the elements of the set are inserted, and the corresponding standard 

Bloom filter and TPBF are generated. 
The second step is to implement the query algorithm to evaluate the false positive rate. 

Graphical representation of the results can more intuitively show some features of TPBF. 

                       

Figure 1: False positive rate of standard Bloom filter and TPBF under different loading factors. 
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Figure 2: False positive rate (log-view) of standard Bloom filter and TPBF under different loading 

factors. 

From Figure 1 and Figure 2, we can see that under the same load factor, the misjudgment rate of 
TPBF is always less than or equal to the standard Bloom filter, and the misjudgment rate of TPBF 

decreases rapidly with the increase of Load Factor. 
From formula (2), it can be seen that the misjudgment rate of SBF and TPBF is not only related to 

Load Factor, but also related to the number Un
 of elements in the complete set.  

The member set scale factor r is the ratio of the number of elements An
 of the member set to the 

number of elements Un
 of the complete set, that is:  

                                                                 
A

U

n
r

n
=                                                                                               (3) 

Since the value range of An
 is 

 U1,n 1−
, the value range of r is 

U

t l

n 11
,

n n

 −
 
  . When formula (3) 

is substituted into formula (2), the relationship between the false positive rate of SBF and r under a 
given loading factor is obtained.  

                                    
L.roall-acthr(ln 2 )

BF AlL. P 2 (1 r )
−

−= −                                                                            (4) 

When formula (3) is substituted into formula (4), the relationship between the false positive rate of 
TPBF and r under a given loading factor is obtained 

                                          

1 LeadFacto 2(lr n2)e

1 r
TPBF _ A

r

LLP e r

− +

− +=
                                                                                (5) 
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It can be seen from the above two formulas that the false positive rate is only related to the load 
factor and the scale factor r. In order to compare the false positive rate of SBF and TPBF, the ratio 
of false positive rate of SBF to TPBF can be calculated by formula (4) and formula (5). 

                   

21 (lnLoadfacto 2)r

Loadfactor
BF _ ALL

TPBF _ A

e r

(ln2) r

LL

1eP 2

P r

(-1+r)

−− +

−
− +−

= −

                                                       (6) 

The relationship between the ratio of the false positive rate of SBF and TPBF and the scale factor r 

is shown in Figure 3. 

 

 

Figure 3: The ratio of SBF and TPBF false positive rate :(a) Scale factor r={0,0.1,..0.99} 
(NormalView), (b) Scale factor r={0,0.1,..0.99} (LogView), (c) Scale factor r={0,0.1,..0.99} 
(LogView). 

The following conclusions can be drawn from the logarithmic view of Figure 3:  
(1) The ratio of the false positive rate of SBF to TPBF increases rapidly with the increase of the 

scale factor r. It shows that when the same loading factor is used, the false positive rate of TPBF 
algorithm is significantly lower than that of the standard Bloom filter algorithm for queries with 
a large proportion of member set A in the whole set U.  

(2) In the case of the same scale factor, the larger the load factor Load Factor, the more obvious 
the improvement of the TPBF algorithm in the false positive rate of the SBF algorithm. 
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2.2 Storage Space Comparison 

The vector length m of Bloom filter, which represents the size of the storage space of the set in the 
algorithm, can be calculated according to the required false positive rate. 

Here, the member set and the complete set are the same, and the vector lengths TpBFm m
 and kFm

 
required by the TPBF and standard Bloom filter algorithms are compared when the TPBF and the 
standard Bloom filter meet the given false positive rate.  

For a given false positive rate, the required standard Bloom filter vector length can be obtained from 
formula (2) as: 
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                                                                            (7) 

From formula (5), the vector length of TPBF can be obtained as: 
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Usually, we use Load Factor to measure the space occupancy rate of the algorithm. In order to 

achieve the specified false positive rates TPBF ALLP
−  and BF ALLP − , the value of TPBF and the load factor 

(Load Factor) required by the standard Bloom filter can be obtained by formula (8).  
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                                             (9) 

and TPBF ALoadFactor 2.082 1 / n +
. 

According to formula (7), we can get: 
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In order to obtain the Load Factor required by the standard Bloom filter and TPBF under different 
false positive rates. The following experiments use the random-list.txt file as a member set for 
comparative experiments. 

In this paper, the data in random-list.txt table is used as the member set, the number of set elements 

is An 20000=
, and the number of elements to generate an outliers set is U An 63040− =

, and the 

number of elements of the universal set U is lln 83040=
.  

The data are shown in Figure 4 . It can be seen that in order to reduce the false positive rate to a 

lower degree, the TPBFLoadFactor
 required by TPBF grows slowly, while the loading factor 

BFLoadFactor
required by the standard Bloom filter increases significantly faster. 

        

Figure 4: Load Factor corresponding to the specified false positive rate. 

It can be seen from formula (9) that the Load Factor required by TPBF is not only related to the 

member set An
, but also related to the complete set Un

. Further, the effect of the ratio of the 

membership set An
 to the full set Un

 on the required Load Factor is considered.  
The above formula is expressed with a scaling factor r in order to observe the effect of r on the 

loading factors TPBFLoadFactor
 and BFLoadFactor

.  
From formula (3) and formula (9), we can get: 
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From formula (10) and formula (3), we can get: 

                                            

ll ν

l BF

BF: 2

n n r
ln

n P Al.I
 JFactor 

(ln 2 )



 −
  − =

                                                                        (12) 

The formula (12) is shown in Figure 6, and the changing trend of the loading factor required by the 

standard Bloom filter and TPBF can be seen intuitively when the scale factor changes. 

 

Figure 5: Loading factors required for standard BF and TPBF under different scale factors r. 

It can be seen from Figure 5 that when the scale factor r is smaller, that is, the smaller the ratio of 

the number of elements An
 of the member set A to the number of elements Un

 of the universal 
set U, the larger the required loading factor is.  

When An 1=
, that is, Ur 1 / n=

, the required loading factor is the largest. 
The Load Factor required by standard Bloom filter and TPBF decreases with the increase of r. When 

A Un n 1= −
, that is, 

( )U Ur n 1 / n= −
, the load factor required by standard Bloom filter is the 

smallest. However, according to formula (11), the Load Factor of TPBF should be greater than or 

equal to 
( )Vln 2 1 / n r+   , so when r is close to 1, LoadFactor

( )TpβF U2.081 1 / n r= +    will 
appear.  

2.3 Query Time Comparison 

From the query process of the standard Bloom-filter, we can know that the query time T of an 

element is: 
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Query time T Hash=  function calculation time Hasht Hash
 function calculation times C +  

operation time 
T +parameter passing time argumen T

 

The AND operation time 
T  and the parameter transfer time argumen T

 are very fast and account for 
a small proportion of the query time T. In order to facilitate the analysis and ignore it, the calculation 

formula of the query time is simplified as: 

                                                                      Bl Heasi BFT t C= 
                                                                           (13) 

Similarly, from the query work process of TPBF, we can get: 

                                  TPRF: Hesh TPBrT t C= 
                                                                               (14) 

The ratio of the time it takes to judge an element to the time it takes for a standard Bloom filter to 

judge an element is the query time ratio λ .  

                                                        TPBF BF TPBF BFλ T / T C / C= =
                                                               (15) 

The ratio less than 1 means that TPBF takes less time to judge an element than standard Bloom 
filter. A equal to 1 means that standard Bloom filter and TPBF will take the same time to judge an 
element, and if the ratio is greater than 1, it means that TPBF takes longer to judge an element than 

standard Bloom filter. Therefore, a smaller query time ratio A indicates that TPBF is more efficient 
in query judgment time than standard Bloom filter. 

In the performance analysis of the query time in this paper, the calculation times BFC
 and TPBFC

 of 
the Hash function will be mainly considered.  

The number of Hash functions of the standard Bloom filter is k, and the number of Hash function 
calculations required to query an element is a fixed value, which is 

                                                               BFC k=
                                                                            (16) 

From the false positive rate BF ALLP
− , we can get: 
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Therefore, the number of Hash function computations BrC
 required by the standard Bloom filter to 

query an element is 
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The theoretical estimate of the average number of judgments during TPBF query is: 
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For TPBF, the number of Hash functions of BF1 is 𝑘1, and the number of Hash functions of BF2 is 

k2 . Due to the use of two-stage judgment, the calculation time is not fixed. If the element to be 
checked is a member of the set (U-A-E), it only needs to be judged by BF1 and come to the 

conclusion that it is not a member of the set, so that 1k
 times of Hash function operations can 

complete the judgment. If the element to be checked is a member of the set (A+E), it needs to be 

judged by BF1 and BF2 respectively. In this way, 1 2k k+
 hash operations are required to complete 

the judgment of whether the element to be checked is a member of set A. When the elements to be 

checked are evenly distributed in U, the probability of 
( )lJ A l: ljn n n / n− −

 requires 1k
 hash 

operations to complete the judgment, and the probability of 
( )A l: ln n / n+

 requires 1 2k k+
 hash 

operations to complete the judgment. Therefore, the average number of hash functions required to 
query an element is:  

                               

( ) ( )
( )u A l: A E

Trpll 1 1 2

n ll

n n n n n
C k k k

n n

− − +
= + +

                                        (19) 

For a given average false positive rate TPBFP
ALLL, the corresponding 1 2k k、

 and Fn
 can be 

obtained. The number 1k
 of Hash functions of BF1 can be obtained from the formula. 
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The number Un
 of the misjudgment set E of BF1 is obtained by the formula: 
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The number of hash functions 2k
 of BF2 can be obtained from the formula: 
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When formula (20), formula (21) and formula (22) are substituted into formula (19), we get: 
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Therefore, the time required to complete a TPBF query for one element is: 

            

( ) TPBF

A

ATPBF ALL
A A
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U
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U

has

U

n P
n n ln

nn P
n n ln n ln
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n n 2

T
l

−

  
−  

    − +    
  
 =

                    (24) 

whole set U is small, and the standard Bloom filter may produce a false positive part (U-A) is large. 

This requires the standard Bloom filter to use more Hash functions to achieve the specified false 
positive rate. The part of TPBF that will cause misjudgment is the element in the member set A. The 

small set A can make the elements in the set (U-A-E) only calculate the 1k
 hash functions in BF1 to 

obtain a negative judgment. These elements do not need to be judged in the second stage. Only 

when the element to be checked is in the set (A+E), the second-stage 1k
 Hash function calculations 

will be performed. Since 1k
 is much smaller than 2k

, the set (U-A-E) at this time is also large, so 
that the overall query time of the uniformly distributed elements to be checked using TPBF is shorter 

than that of the standard Bloom filter.  

For each value of r, we calculate the scale A Un r n= 
 of set A according to the scale factor r, and 

take An
 integers starting from 1 as the elements of set A. Then, we use standard Bloom filter and 

TPBF to judge all elements in the corpus U, respectively. Since this experiment is to compare the 
query time performance of the two, in order to avoid the impact of other operations on the time 

performance test, here is only to judge whether the element to be tested belongs to the element of 
set A and no longer consider whether there is a misjudgment. In order to obtain the query time of 

each element, we use the following method: before the query process starts, the time sturrT
r is 

recorded to the millisecond, and the time endT
 is recorded again after the judgment of Un

 elements 

is performed. The total time end startT T−
 for judging lin

 elements can be obtained. The above 
process is repeated 10 times, so the average time spent on each element is: 

                                      

( ) ( )
1

10

real_query end starl, νJ

i=1

T = T -T / 10n
                                                 (25) 

http://www.cad-journal.net/


157 

 

Computer-Aided Design & Applications, 20(S15), 2023, 145-162 
© 2023 CAD Solutions, LLC, http://www.cad-journal.net 

 

 

In this way, the actual average query time 
( )

Breal FT
 of each element of the standard Bloomfilter 

and the actual average query time _real FTPBT
 of each element of the TPBF can be obtained according 

to the formula calculation.  

The computer hardware and software configuration in this experiment is IntelE8400, 2GRAM, 
Windows2003. Figure 6 shows the average judgment time obtained by simulating the standard 

Bloom filter and TPBF with false positive rates 
1010−

 and 
410−

 respectively.  

 

Figure 6: Judgment time under all hash function methods.  

As can be seen from Figure 6, for the standard Bloom filter and TPBF that meet the same number 
of false positives, their hash function calculation times will be equal at a certain r value. The false 

positive rate 
1010−

 is specified in this experiment and Treal PBFT
 will not be greater than Breal FT

 until 

r 0.76 . When specifying a false positive rate 
1410−

, Treal PBFT
 will not be greater than real BFT

 until 

r 0.82 .  

In order to avoid that the query judgment time of TPBF at λ 1  is greater than that of standard BF, 
before generating a TPBF instance, formula (23) can be used to calculate the average calculation 

times 
( )TPBF TPBF ALLC U,A,P

 of the hash function of the TPBF set A, and at the same time, the 

calculation amount 
( )TPBF TPBF ALLC U ,U A,P

−
−

 of the TPBF set (U-A) can be calculated. If 

( )
BTPBF TP F ALLC U ,A,P

−  is less than 
( )TPBF TPBF ALLC U ,U A,P

−
−

, the algorithm directly generates an 

instance of ( U ,A )TPBF
 without misjudgment in the normal way, and judges whether the element to 

be checked is in set A. Otherwise, the algorithm uses the set (U-A) as the member set of TPBF to 

generate a false positive instance of ( U ,U A )TPBF − , and then judges whether the element to be 
checked is in the set (U-A). If it is not, the element to be checked belongs to set A. If it is in set (U-
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A), it is definitely not in set A, so that the correct judgment result can be obtained with less 
calculation time. 
When the misjudgment rate is large, there are more elements that cause misjudgments, resulting 

in a larger number of elements that need to be judged for k-th hash function. When the misjudgment 
rate is very low, there are very few misjudged elements, and most of the elements that do not 

belong to set A are determined to be elements that do not belong to set A in less than k hash function 
calculations. 

Therefore, the elements in the universal set U are judged as the total number BF Accept C
−  of Hash 

function calculations performed in the set A as:  

                                             
( )BF Accept A E:C n n k− = + 

                                                  (26) 

The total number BF Rejec C
−  of Hash function calculations performed by elements that are judged to 

be not in set A is: 

                      

( ) ( )
refec 

k
1

BF li A E:

i 1

C n n n t 2
−

−

=

= − −  
                                            (27) 

Then, the total number BFC
 of Hash function calculations that need to be performed for all elements 

in the full set U through the standard Bloom filter judgment is:  

                                      BF BF _ accept BF _ rejectC C C= +
                                                              (28) 

In this way, the standard Bloom filter algorithm can obtain the average number BF mean C
− of hash 

functions that needs to be calculated for a uniformly distributed element to be calculated as: 

                                                     BF  mecui BF: liC C / n− =
                                                              (29) 

Taking the number of elements tn 1000000= =  of the complete set U and the number of elements 

An 300000=
 of the set A as an example, if the specified false positive rate is g, according to 

formulas (28), (29) and (30), the standard Bloom filter algorithm can obtain the theoretical value 

m dHI eam erivedC
 of the number of hash functions that needs to be calculated on average to judge a 

uniformly distributed element, which is 4.09198.  

When the TPBF algorithm adopts the fast judgment method, if E1 and E2  are the misjudgment 

sets of BF1 and BF2, respectively, and 1k
 and 2k

 are the optimal hash numbers of BF1 and BF2, 
respectively, the elements in the universal set U can be divided into the following four cases: 

1. The number of calculations of the element hash function in the set (U-A-E1) is less than or equal 

to 1k
, and the total number of calculations BF BFTP F I Re ject C

− −  is:  

                       

( ) ( )
1

BF eject

k
t

TP BF1 R UV A E1

t 1

C n n n t 2
−

−

=

= − −  
                                  (30) 
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2. For the elements in the set 
( A E1)+

, the number of calculations of the hash function is equal to 

1k
, that is, the total number of calculations TPBF BFI_A T_ _ CCEPC

 is: 

                                    
( )

BF 11
TPBF ACEPT A E1 1C n n k

− + = + 
                                                   (31) 

3. Since the elements in the set 
( A E1)+

 cannot be distinguished by BF1, a second-stage judgment 

is required. Then, the elements in the set (A-E2) are judged by BF2 as not members of the set E1
, so  

                                       

( ) ( )
2

e :2

k
t

rPBFF BF 2..R / CCl 1 F

i 1

C n n 1 2−

− +

=

= −  
                                   (32) 

4. The elements in the set (E1+E2) are judged by BF2 as members of the set E1, so the total number 

of computations |PBF|:.B1/ 2 Accep1C +  of the elements in the set (E1+E2) in BF2 is:  

                                                
( )TPBF: BF 2 Hceep F:1 F:2 2C n n k

−−  = + 
                                                   (33) 

Therefore, the total number of times TrplC
 of the hash function calculation of the universal set U is: 

TPBF TPBF _ BF 1_ Re ject TPBF _ BF 1_Accept TPBF _ BF 2 _ Re ject TPBF _ BF 2 _AcceptC C C C C= + + +
      (34) 

In this way, it can be obtained that the average number TPBR me mC − +  of hash functions required to 
be calculated by the TPBF algorithm to judge a uniformly distributed element is:  

                                                                     
TPBF _mean TPBF UC C / n=

                                                             (35) 

3 THE INTELLIGENT CLUSTERING METHOD OF KEYWORD GROUPS IN ENGLISH 
LANGUAGE BASED ON COMPUTATIONAL INTELLIGENT MULTIMEDIA 

Figure 7 shows the query framework based on negative keywords. It consists of three parts: iterative 
update module, storage management module and query engine module. The iterative update module 

is used to support the function of updating and deleting the index, and the user can perform spatial 
English speech query with negative keywords through the query engine module. 

The above constructs an intelligent clustering method of keyword groups in English language 

based on computational intelligent multimedia, and then analyzes the effect of the model. In this 
paper, the intelligent clustering analysis of keywords is carried out through multiple groups of English 
phonetics, and the clustering effect is counted, and the results shown in Table 1 are finally obtained. 

It can be seen from the above research that the intelligent clustering method of keyword groups in 
English language based on computational intelligent multimedia proposed in this paper has a better 

effect. 
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Figure 7: Query framework of English speech keywords. 

4 CONCLUSION 

This paper proposes a spatial keyword query framework combining negative keywords. At the same 

time, the query algorithm is mainly based on the improved spatial index, and the query speed of 
spatial location is faster and faster. However, most keyword string matching is based on complete 

matching, and only a small part of keyword matching is considered to meet user needs. The complete 
matching and partial matching of keywords belong to complete matching, and polysemy is not 
uncommon in queries. Considering that users may make input errors when inputting, this paper 

proposes an intelligent clustering method of English keyword group based on computational 
intelligence to improve the effect of English speech keyword recognition. The research shows that 

the intelligent clustering method of English keyword group based on computational intelligence 
proposed in this paper has good effect. 

 
Hui Zhang, https://orcid.org/0000-0002-4612-9518 
Fang Zuo, https://orcid.org/0000-0001-5968-3764 

 

http://www.cad-journal.net/
https://orcid.org/0000-0001-5968-3764


161 

 

Computer-Aided Design & Applications, 20(S15), 2023, 145-162 
© 2023 CAD Solutions, LLC, http://www.cad-journal.net 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

               

 

 

 

Table 1: Evaluation of the effect of intelligent clustering method of keyword groups in English 

language based on computational intelligent multimedia. 
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