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Abstract. The human hand is a versatile and complex body part. It permits difficult 
movements with various degrees of precision and force. Several causes can lead to 
upper limb damage, including musculoskeletal disorders and diseases like stroke. 
The impairment can affect daily living activities. Patients usually undergo 
rehabilitation therapy with medical personnel for a long time after the traumatic 

event. In most cases, they use off-the-shelf medical devices. However, the shape of 
the upper limbs can differ a lot among people. A bespoke rehabilitative device could 
provide better comfort and usability, but the design process can be challenging. This 
work aims to present a digital workflow to generate a 3D virtual reconstruction of 
the patient’s upper limb structure, to be used in the device design. Starting from a 
3D scan acquisition of the patient’s upper limb, the algorithm allows the creation of 

a polygonal mesh of the arm and the hand by a semi-automatic procedure. The 

algorithm uses neural networks’ capability to automatically detect the upper limb’s 
landmarks to localize the joints’ coordinates. The joints’ positions can be used to 
build a virtual skeleton for a 3D model of a human arm. The mesh of the model is 
subsequently wrapped around the scan of the real arm. The output consists in the 
3D rigged model of the patient’s upper limb with a manifold mesh that can be 
deformed using its virtual skeleton. The results have been assessed with patients 

who had sports injuries or strokes. The 3D deviations between the scan acquisition 
of the arm and the resulting model have been evaluated. 
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1 INTRODUCTION 

The design process of a bespoke rehabilitative device for upper limbs can be challenging. The human 
hand is a complex body part that can also perform complex functions. It permits difficult movements 
with various degrees of precision and force. There are numerous robotic devices and exoskeletons 

in the literature that aim to assist patients who suffer from hand impairments caused by traumatic 
events or diseases [5], [2]. Stroke, musculoskeletal disorders, or spinal cord injury can affect the 
execution of daily living activities, with the resulting loss of independence and quality of life. Patients 
undergo rehabilitation therapy with medical personnel for a long time after the traumatic event, and 
only a limited number of solutions involve telerehabilitation systems [15], [1]. In most cases, they 
use off-the-shelf medical devices. However, the shape of the upper limbs can significantly differ 
among people. A bespoke rehabilitative device could provide better comfort and usability. 

One of the first steps in the custom design process involves the acquisition of patient-specific 
data. In most cases, the process is still manually executed by medical personnel or therapists with 
rulers and goniometers. However, this process is labor-intensive and highly dependent on the ability 
of the technician. Furthermore, the data available are limited only to those manually recorded. From 
the perspective of a digital workflow, in this work, a 3D scanner was used to acquire the whole 
surface of the upper limb to be used as input for the design phase.  

Once the output of the 3D scan of a body part has been processed, the mesh may present some 
artifacts (e.g. holes, spikes) largely due to self-occlusions and undercuts or small uncontrolled 
movements during the acquisition. Obtaining a manifold mesh that can be used in the parametric 
design of the bespoke rehabilitative device can be challenging.  

This research, which was developed in the framework of the PRIME-VR2 European Project, aims 
to present an algorithm to generate a custom 3D rigged model of the upper limb of a patient starting 

from a 3D scanning acquisition, moving through the point clouds semi-automatic elaboration using 

machine learning.  

2 3D SCANNING OF UPPER LIMBS  

The reconstruction of a 3D mesh of human body parts can be difficult due to undercuts and the 
occlusions they generate. In particular, the 3D scanning protocol for upper limbs requires multiple 
frames from different viewpoints to obtain a complete acquisition of the body part. Furthermore, it 
must be taken into account that the person should stay still for the whole duration of the scanning 
time, otherwise it would not be possible to correctly align the single frames and the result could not 

faithfully represent reality. This aspect becomes even more relevant when the person to scan is a 
patient, who can have higher difficulties in maintaining the pose for several minutes. For this reason, 
the scanning procedure should be completed in the range of one minute and must be sufficiently 

robust to acquire the whole surface of the upper limb without erroneous artifacts. 
To overcome this aspect, a specific 3D scanner was developed [14]. It uses three low-cost D415 

Intel® RealSense™ depth cameras fixed on a common rigid frame [9]. The combination of multiple 

independent sensors allows to widen the field of view of each frame, therefore it reduces the total 
number of acquisitions necessary to complete the scanning procedure. Furthermore, a slightly 
different orientation among the cameras allows the acquisition of some hidden areas that otherwise 
would require a specific acquisition. For example, a typical situation of undercut with upper limbs is 
the area on the back of the thumb. To combine these two advantages and also to obtain a lightweight 
and versatile device, the cameras mounted on a ring are angled in both axial and radial directions. 
The final layout of the prototype can be seen in Figure 1(a). 

Each camera is equipped with a high-resolution RGB sensor (1920x1080 pixels) and a depth 
camera (1280x720 pixels), based on active infrared stereoscopic technology. Thus, it can acquire a 
color picture and a point cloud of the scene for each frame. Considering that the three sensors are 

rigidly connected to the others by the circular frame, it is possible to register the single frames of 
the cameras to obtain a unique acquisition. A preliminary calibration procedure is used to determine 
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the roto translation matrices that refer to the 3D position and orientation of each sensor with respect 
to the others.  

The global 3D scan of a patient’s arm requires several consecutive acquisitions. The developed 
device should be handheld by the therapist and moved around the upper limb. After numerous tests 

performed by researchers and therapists, it emerges that approximately 6 acquisitions are sufficient 
to reconstruct the full 360° surface of an arm. Figure 1(b) shows an example of a one-frame 
acquisition. 

 
 

   
(a) (b) (c) 

Figure 1: The prototype of the developed 3D scanner (a) and two examples of the system used to 
acquire the upper limb surface of a person (b, c). 

3 SEMI-AUTOMATIC KEYPOINTS DETECTION  

Once the 3D scanning process is complete, the result is a set of triplets of point clouds and RGB 
images from each acquisition. The following step consists in point cloud elaboration and alignment. 
The conventional workflow involves the pairwise registration of cleaned and denoised clouds with 
the so-called 3-2-1 method [16]. It involves the manual selection of at least three corresponding 
points on adjacent point clouds. A detailed explanation of the full procedure can be found in a 
previous work [14] and it is outside of the aim of this paper. However, this procedure is labor 

intensive and requires a relevant amount of time. Furthermore, it is highly dependent on the user’s 
experience.  

To accelerate this step, an algorithm that automatically detects corresponding notable points on 
the point clouds was used. The algorithm exploits the potentiality of neural networks (NN) and 
machine learning (ML) to infer the location of these key-points on RGB images acquired by the 

sensors during the 3D scanning. In literature, several NNs exist, and the “MediaPipe Hand” by 
Google, which infers 21 landmarks on the hand from a single image, was selected. One key-point is 

located on the wrist, 15 on the fingers’ joints location, and 5 at the tip of the fingers [13]. The piece 
of code is written in Python and can be easily combined with the point clouds elaboration process. 
The output consists of an ordered list with 21 bidimensional coordinates of the key points (KPs) on 
the image, plus the depth coordinates estimated by the ML model and an overall score that indicates 
the detection confidence value. 

The KPs can be reprojected on the 3D scan mesh and used to accelerate the 3-2-1 method. 
Further details about the algorithm can be found in a previous paper [14]. However, it also allows 

to obtain a list of 3D coordinates on the mesh at the joints’ position of the 3D scan. The KPs are 
stored always in the same order, and if any point is not detected it is replaced with a not-a-number 
value in the list. This important aspect allows a one-to-one correspondence between the list item 
(and coordinates) and the landmark of the hand. During the point cloud elaboration, two others 

points are manually selected on the mesh to identify the elbow and the beginning of the arm. Then, 
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the 23 points with the 3D coordinates are exported and stored in a text file. These points will be 
used as destinations for the skeleton’s bones of the rigged model that will be described in the next 
paragraph. At the end of the point clouds elaboration process, the output is a 3D mesh of the upper 
limb of a patient stored as a surface file (e.g., step or ply). 

   
(a) (b) (c) 

Figure 2: Example of three acquisitions of upper limbs of different persons. Figures represent the 

upper and lower view of the patient’s arm acquired by the 3D scanner. Two persons had a sports 
injury (a, b) and one had a stroke (c). 

 
The quality of the resulting mesh depends on different factors including the ability of the 
inexperienced therapist to use the scanner, the health status of the patients, or their capability to 

maintain the arm still for the whole duration of the scanning process. Several tests with therapists 
and their patients who had a sports injury or stroke have been performed. As can be seen in Figure 

2 (a, b), some cases result in a complete surface of the arm and some small holes mainly on the 
fingertips. But there are also cases where the mesh presents a higher number of holes spread over 
the arm (Figure 2(c)). In all these latter situations it is difficult to obtain a manifold mesh without 
holes on the arm’s surface that can be directly used to design a bespoke controller. 

4  ADAPTABLE 3D RIGGED MODEL 

An additional procedure is then required when it is not possible to generate a manifold mesh directly 
form the scanning process. This paper presents the workflow to generate an adaptable 3D rigged 
model fitted to the real 3D scan acquisition.  

The term rigged model identifies a 3D mesh that can be deformed and animated using a 
hierarchy of interconnected bones that constitute the skeleton of the model. Every mesh can be 
rigged: humanoid characters, objects, animals, or even plants. The skeletons do not require to 

correspond to any anatomical feature of the real world. Rigging is a technique widely used in 

computer graphics and character animation. The most used approach is based on the skeletal 
animation introduced in 1988 [11]. Various computational methods exist in the literature for 
automatic rig [4], [7], but it is still commonly performed by hand. Figure 3 illustrates an example of 
the workflow for a human arm. It mainly consists of two steps. Once the 3D mesh of the subject is 
completed (a), a series of interconnected bones is created. Each bone can be moved, rotated, and 
scaled. One advantage of rigging is that the assembly of bones forms a hierarchical skeleton (or rig), 

with parent and child relationships (b). It means that a child bone’s transformation is influenced by 
its own transformation but also by the parent’s ones. In this example, if the wrist bone is rotated 
along one axis, all the fingers-bones will follow the movement. However, till this moment, the mesh 
is not connected to the skeleton. To obtain this goal a second step is necessary, called skinning. This 
process binds the vertices of the mesh to the bones. Each part of the mesh will be influenced by one 
or more bones of the skeleton. How each bone affects the deformation of some specific mesh nodes 

is defined using skin weights. There are numerous techniques to generate this weight map 
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automatically [6], [8]. The most common procedure computes the distance between each vertex 
and the selected joint in a delimited area, the lower the distance the higher will be the weight that 
the bone exerts on that vertex’s deformation. However, this process does not always generate the 
desired results [10], and skinning a new mesh requires a manual refinement of the weights with 

specific weight-paint tools of modeling software (e.g., Blender). Figure 3(c) illustrates, with a color 
map, the skin weights for the lower arm bone. The weights are ranged from zero (blue, not 
influenced) to one (red, highly influenced). It is important to highlight that even though the hand is 
not directly deformed by the lower arm, the wrist and the fingers’ bones will follow the transformation 
due to the parent-child relationship. Figure 3(d) shows an example of how the mesh can be deformed 
using the skeleton and the skin weights. 
 

    

(a) (b) (c) (d) 

Figure 3: Graphical description of the rigging procedure. Starting from a mesh (a), the skeleton is 
created (b). Then, the weights of each bone are assigned to the mesh vertices, here are represented 
the weights for the lower arm (c). Once these steps are completed, the model is rigged and can be 
deformed using the skeleton (d). 

 

In this work, the potentiality of a deformable rigged model is exploited to correct and complete the 
3D scan acquisition of the upper limb that could present numerous artifacts, such as holes, internal 
faces, non-manifold mesh, disconnected components, etc.  

As detailed in the previous paragraph, generating a rigged model from scratch can be a labor-
intensive process and requires a notable amount of time. For this reason, since the target meshes 
acquired with the 3D scanner are upper limbs of patients, a generic rigged model of a human arm 
could be used. However, people are very different one from each other, so we decided to use 

MakeHuman™ open-source software [12] to generate the generic humanoid character and combine 

it with the modeling software Blender. With the MakeHuman™ plugin for Blender (MPFB2.0), it is 
possible to generate directly inside the modeling software the mesh of a virtual human and 
personalize their anatomical proportions using a graphical user interface. As detailed in Figure 4(a), 
the scan is imported into Blender and a generic virtual human is created in the same scene.  

Blender allows altering the mesh in a non-destructive way using a set of automatic operations 

named “modifiers”. Several modifiers can be added to an object and the order in the stack defines 
how the mesh is changed. This works in real-time, but to make the changes permanent (e.g., before 
exporting the mesh), all the modifiers must be applied [3]. Considering that only the portion of the 
model corresponding to the upper limb is relevant to the scope, this part is isolated (Figure 4(b)). 
The needed vertices of the arm are selected on the model and are stored in a new vertex group. 
Then, by adding a Mask modifier to the stack of the model, it is possible to hide all other vertices 
and faces not included in the desired group.  

The MPFB2.0 plugin integrates a graphical user interface that allows the modification of the 
humanoid in all its aspects, including the proportions of the body and the size of each part. For 
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instance, as shown in Figure 4(c), it is possible to tune the length and the depth of the lower arm, 
the volume of fat in this part of the body, or the width of the hand and the size of the fingers (not 
shown in this picture). In this work, we aligned the 3D scan and the model in different views and 
roughly fit the length and width of the mesh. We notice that this manual step improved the final 

result in terms of the overall regularity of the output mesh. 
 

   

(a) (b) (c) 

Figure 4: Workflow to generate a custom arm combining Blender with the MakeHuman™ plugin. 
The mesh of the scan and a default human model are imported into a common scene (a). Only the 
vertices of the corresponding arm are kept on the model (b). The mesh is approximately aligned to 
the model in different views, and using the sliders of the plugin is possible to roughly fit the length 
and distances of the model’s arm and hand (c). 

 

Once the global shape of the model has been defined using the graphical user interface of MPFB2.0, 
the plugin allows generating the complete rig. It directly creates the skeleton and the weights for 
each bone of the upper limb. As can be seen in Figure 5(a2), the model has all the necessary bones 
(illustrated as octahedrons) and joints (illustrated as spheres) to be deformed as the pose of the 3D 
scan of the patient.  

Python scripts can extend the functionalities of Blender and can be used to automatize numerous 
aspects of the modeling software. In this case, we used a script to move the joints of the model’s 

bones to the coordinates of the 23 KPs reprojected on the 3D scan. Only for visualization purposes, 
a skeleton has been created (and represented as sticks) at the KPs’ coordinates. Figure 5(a1) shows 
the position of the KPs connected with bones on the mesh. Using a Python script, it was possible to 
move the rig of the model at the desired coordinates and roughly align the two meshes (Figure 
5(b)).  

To improve the overlap between the two arms’ surfaces, the “Shrinkwrap” modifier provided by 
Blender is used. It stretches the vertices of a mesh toward the surface of another object. Different 

methods are available in the modifier to detect each nearest point for each vertex of the modified 
mesh. In this case, each vertex is moved to the closest point detected on the surface of the 3D scan. 
Figure 5(c) shows an example of the result after the Shrinkwrap modifier has been applied. On the 
final mesh, a Subdivision Surface Modifier is applied to reduce possible spikes and give a smooth 
appearance. 

A separate consideration must be done for the hand. Usually, the areas between the fingers and 

the fingertips are the most difficult to acquire due to self-occlusions or small movements during the 
scanning procedure. These spots can present more holes or artifacts compared to the arm’s surface. 
Deforming the hand as the rest of the mesh can generate unexpected behaviors. To reduce this 
event, it is possible to assign a lower weight to the hand or in the areas where the scan can present 

greater problems. 
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(a) (b) (c) (d) 

Figure 5: The patient’s 3D scan and the rigged model of the arm in Blender, and the skeleton of 
the scan is created (a). The two models are roughly aligned using the bones' positions (b). The fine 
alignment is obtained using the Shrinkwrap algorithm (c), to obtain the final rigged model (d). 

 

The modifier allows the definition of a specific group of vertices of the mesh to be deformed. Similarly 
to the skin weight used for rigging, a higher value was assigned to the weights on the arm and a 
lower value was used for the hand with a smooth distribution at the interface. Figure 6(a) illustrates 
the step, while Figures 6(b, c) show the comparison between the two versions of the model without 
(b) and with (c) the Shrinkwrap modifier. 

The result of this procedure is a manifold mesh without holes that can be used as a starting 
point in a digital procedure for a bespoke upper limb rehabilitation controller. 

 

 
 

 

(a) (b) (c) 

Figure 6: The Shrinkwrap modifier workflow. The weight distribution on model (a) defines how much 
the vertices of the model will deform towards the target mesh’ points. The model (blue) and the 3D 
scan (orange) before (b) and after the modifier (c). 

5 RESULTS 

This procedure has been applied to five different scans of the upper limbs of healthy subjects, 
patients who had sports injuries, and stroke patients to broaden the number and specificity of cases. 

The model and the 3D scan are aligned after the rigging process. So, the 3D deviation map was 
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computed, to analyze how much the model reflects the 3D scan and which areas present higher 
discrepancies 

Figure 7 shows an example of a 3D deviation analysis of patients who had sports injuries (a) 
and stroke (b). The colormap scale spans between ±5mm, but from the histograms emerges that 

the majority of values are approximately in the range +2.5mm/-1mm with higher values in the 
stroke patient’s case. The highest deviations are concentrated in the area of the hand. There are 
some grey areas. This is due to the presence of holes in the scan surface (which are not present in 
the final manifold mesh), thus the algorithm could not compute the deviations in those points. 

 

 

 

(a) (b) 

Figure 7: Two examples of 3D deviation analysis between the rigged model and the 3D scan of a 
patient with sports injury (a) and a patient who had a stroke (b). 

 

Table 1 reports the overall average values and standard deviation of the five cases examined. They 
are coupled with a histogram that shows the distribution of the 3D deviations. The comparisons have 
been made by setting the rigged model as a reference and the 3D scan acquisition as a tester. 
Positive values (towards the red color) indicate that the model surface is outside the 3D scan. On 

the other hand, negative values (toward the blue) indicate points that lay inside the scan. 

 

Scan Avg  [mm] St Dev [mm] Histogram 

1 
0.85 

(1.41/-1.59) 
2.22 

 

2 
0.89 

(1.18/-1.14) 
1.49 

 

3 
1.34 

(1.46/-0.54) 
1.75 
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4 
1.20 

(1.78/-2.22) 
2.94 

 

5 
1.90 

(2.55/-1.17) 
3.33 

 

Table 1: Average and standard deviation values with histogram distribution for the 3D deviation 
between the scan acquisition and the relative rigged model. Five cases include one healthy subject 
(1), three sports injury patients (2-4), and a stroke patient (5). 

 

For each pair model/3D scan, the 2D deviation analysis on four sections defined by notable planes 
was performed. Considering Figure 8(d), the planes cut the model on the arm (1), approximately in 
the middle of the lower arm (2), on the wrist (3), and on the palm (4). The analysis has been 
computed setting the model as reference, while the 3D scan as tester element. For each section, the 
following 2D deviations are computed: the average and the standard deviation values. Figures 8(a-
d) report an example of this evaluation. Table 2 reports the results of the five persons evaluated. 

 

Person 

Arm Lower arm Wrist Palm 

Avg 
[mm] 

St. Dev 
[mm] 

Avg 
[mm] 

St. Dev 
[mm] 

Avg 
[mm] 

St. Dev 
[mm] 

Avg 
[mm] 

St. Dev 
[mm] 

1 0.81 0.65 0.78 0.51 0.55 0.53 0.11 1.50 

2 0.49 0.59 0.82 0.47 0.69 0.37 0.60 0.84 

3 0.94 0.46 0.98 0.32 0.41 0.25 1.39 1.11 

4 1.14 0.55 1.22 0.37 0.54 0.23 1.18 2.73 

5 1.35 1.04 0.36 1.50 0.71 0.65 0.26 2.57 

Average 0.95 0.66 0.83 0.63 0.58 0.41 0.71 1.75 

Table 2: Average and standard deviation values of 2D deviations in four different sections: arm, 
lower arm, wrist, and palm. 

 

 

  

Avg: 0.94 mm 

St. dev: 0.46 mm 

Avg: 0.98 mm 

St. dev: 0.32 mm 

(a) (b) 
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Avg: 0.41 (0.44/-0.05) mm 

St. dev: 0.25 mm 

Avg: 1.39 (1.49/-0.02) mm 

St. dev: 1.11 mm 

(c) (d) (e) 

Figure 8. Example of 2D deviation analysis on the four notable planes: arm (a), the middle of the 
lower arm (b), wrist (c), and palm (d). The four sections are highlighted on the complete model (e). 
The green points on the sections represent the vertices with the minimum deviation while the red 
or yellow points are the vertices with the highest variation. The red line represents the rigged model 
surface, while the black points are the nearest vertices of the 3D scan. 

6 DISCUSSION 

The results highlight that the rigged model is capable of approximating the 3D acquisition of an 
upper limb with a limited 3D deviation. The average global variation is always lower than 2 mm. The 
highest values are concentrated on the hand region or in the proximity of 3D scan artifacts. It is 
reasonable considering that the Shrinkwrap modifier identifies the nearest vertices and tries to 
approximate the scan with a continuous and smooth model, but if the 3D scan presents some issues 
(e.g., spikes, holes, self-intersecting faces) the deviations are higher. Regarding the hand, this area 
is usually the one with the highest number of artifacts. Furthermore, the decision of painting skin 

weights to limit the influence of the modifier on the hand was done to obtain a model with fingers 
of the right shape and not distorted by the 3D scan errors. 

To better examine the results, the 2D analysis of four significant sections has been performed. 
As can be seen from Table 2, the average and standard deviation values are considerably lower in 
the arm region. As might be expected from the previous considerations, the palm section presents 

the highest values (0.71±1.75mm). The arm presents an average value of 0.95mm, but a 
considerably lower standard deviation (±0.66mm). Also, the results of this section can be influenced 
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by the presence of small holes or artifacts on the mesh, as can be seen in Figure 8(a). The results 
continue improving with the lower arm section (0.83±0.63mm) till the wrist (0.58±0.41mm). 

7 CONCLUSIONS 

From a perspective of a digital procedure to design a rehabilitative and bespoke device, it is 

important to have a manifold model that represents the surface of the upper limb of a patient. The 
3D scans can present holes, spikes, or intersecting surfaces caused by involuntary movements or 
scanning inaccuracies. This work illustrates an algorithm to generate a manifold 3D rigged model 
starting from the 3D scan acquisition of an upper limb of a user. The process has been assessed 
with five cases: one healthy subject, three patients who had sports injuries, and one stroke patient. 
Sport injuries and stroke patients were also chosen because they can have higher difficulties in 

maintaining the pose for several minutes and the scanning of their anatomies can be even more 

challenging. To evaluate the results, the analysis of 3D and 2D deviations between the two models 
has been performed. The model fits the 3D scans presenting very limited variations. Considering the 
properties of continuity and the smoothness of the model, the highest differences are concentrated 
in the areas where the number of scan issues is higher (the hand or the extremities of the arm). 

This work could also be the starting point for further improvements. In particular, it would be 
interesting to improve the neural network by including also elbow and shoulder points in the 

automatic detection. Furthermore, the rigging process is usually labor-intensive, and the illustrated 
method to generate a bespoke 3D deformable model allows for simpler use. Thus, it can be used for 
the design of the controllers, but also as a virtual avatar instead of generic meshes in rehabilitative 
serious games. 
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