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Abstract. Feature recognition using boundary representation (B-Rep) computer-

aided design (CAD) models is one of the critical tools bridging CAD/CAM/CAE 
systems, and many recognition methods have been investigated thus far. Recently, 

novel learning-based recognition has been proposed to convert a CAD model into a 
graph and apply a graph neural network (GNN) to the model. This study advances 
previous methods and proposes a novel GNN-based finite element feature recognition 

method based on B-Rep CAD models that can handle complex freeform surfaces and 
curves and that is invariant to translation or rotation, by introducing unique 
descriptors. We tested the proposed method with our data augmentation (DA) 

technique on datasets containing finite element features, such as bosses and ribs. 
The proposed method significantly outperforms a similar state-of-the-art GNN-based 

method in terms of the recognition performance of rotated objects. Our DA technique 
could improve recognition performance against datasets slightly different from the 
training data. 
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1 INTRODUCTION 

Finite element (FE) analysis is an indispensable digital tool for modern product design and 
manufacturing. FE analysis requires mesh generation as a preprocess, which partitions a boundary 

representation (B-Rep) computer-aided design (CAD) model into FE meshes. Because mesh quality 
significantly affects analysis accuracy, manufacturers specify company-internal mesh generation 

rules for some FE features on CAD models, such as bosses and ribs, including free-form surfaces,  
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Figure 1: Typical examples of company-internal mesh generation rules for features: (a) rib case and 

(b) boss case. In a rib, mesh vertices should be aligned with the ridge curve. In a boss, mesh vertices 
should be positioned concentrically around the medial axis. 

 

as depicted in Figure 1. However, recognizing FE features from CAD models with complex geometries 
heavily depends on manual intervention by expert designers, making it time-consuming and error-

prone. Therefore, a reliable, versatile, and fully automatic FE feature recognition method from CAD 
models is urgently required for efficient, high-quality mesh generation. 

Several deep neural networks (DNN)-based methods have recently been proposed for feature 

recognition from CAD models. Unlike classical rule-based recognition methods, DNN-based methods 
have the advantage of not requiring algorithm design specific to specific feature types. However, 

most DNN-based methods approximate CAD model geometries with voxels [29] or point clouds [26] 
as an input of DNNs, resulting in discretization loss in model resolution or an increase in the data 
size, which results in more significant memory consumption, longer training time, or poor recognition 

performance. Some DNN-based recognition methods have been proposed to address these issues in 
recent years [2, 3, 8, 9, 14], which use a “graph” as an input of the DNN and benefit from high 
compatibility with B-Rep CAD models. Nevertheless, these methods also have limitations. First, they 

are not rotation-invariant, and the recognition performance strongly depends on the model poses. 
Second, they were designed to extract machining features or geometric modeling procedures from 

CAD models and were not tested with FE features containing freeform surfaces. 

This study proposes a novel FE feature recognition method from a B-Rep CAD model using a 
graph neural network (GNN), which has a recognition ability invariant to model rotation. The 

proposed method comprises a graph construction method with descriptors invariant to model 
rotation, a GNN capable of labeling faces in the CAD model for feature recognition, and a data 
augmentation (DA) technique for robust recognition. We tested our method with an original FE 

feature dataset, containing bosses and ribs, and compared its performance with that of an existing 
method [1] using two previous GNNs [8, 14], similar to ours. Although we designed the proposed 

method to work on FE feature recognition like [13, 16, 17, 26, 28], it can be applied to form feature 
recognition in other domains like product design [19], data exchange for product lifecycle 
management systems [6], process planning [2, 3, 5, 10, 11, 20, 24, 25, 29], and reverse 

engineering [14]. 

2 RELATED WORK 

A “feature” is recognized as a set of faces in a B-Rep CAD model with higher semantics than simple 
geometries. Various types of features are defined based on different interests, including product 
design [6, 14, 19], machining [2, 3, 5, 10, 11, 20, 24, 25, 29], and FE analysis [13, 16, 17, 26, 28]. 

Feature recognition is a technology that searches for features from a given CAD model and can play 
an important role in process integration between CAD/computer-aided manufacturing/computer-
aided engineering systems because they require different interpretations of model geometries 

depending on the processing purposes. 

(a) (b) 
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Feature recognition methods for three-dimensional (3D) CAD models can be categorized into 
two main approaches: rule-based and learning-based. In this section, we will introduce 

representative studies on these approaches and their limitations. 

2.1 Rule-based Approach 

The rule-based approach searches for features based on predefined rules defining feature extraction 
procedures. 

One of the famous rule-based algorithms is the volumetric decomposition of input CAD models. 

This algorithm represents a model as a combination of simple volumes and searches for features. 
Kim proposed a feature recognition method that uses convex decomposition called alternating sum 
of volumes with partitioning (ASVP) [11]. ASVP decomposes a model into multiple boolean 

operations originating in convex objects. Meanwhile, Sakurai proposed a feature recognition method 
using volumetric decomposition based on cell decomposition, which partitions a model into small 

cells and searches for a combination of cells that matches features [23]. 

Another famous rule-based approach is a graph-based algorithm. This algorithm converts a CAD 
model into a graph and searches for subgraphs representing features. Graphs are suited to represent 

models because they have high affinity with a CAD model data structure “B-Rep.,” a hierarchical 
structure of solids, shells, faces, edges, vertices, etc. For example, Joshi and Chang proposed using 
an attributed adjacency graph (AAG) to recognize machined features [10]. An AAG is a graph in 

which CAD faces and edges are represented as graph nodes and links, respectively, with all links 
attributed concave or convex based on the angle between the faces. As another example, Guo et al. 

proposed using the weighted attributed adjacency matrix, which is a matrix representing graph 
adjacency with attributes such as edge type or angle between faces [5]. Another graph-based 
approach has been recently proposed by Onodera et al. for the extraction of FE-oriented features 

from a CAD model [17]. 

There are some approaches not categorized into volumetric decomposition or graph-based 
algorithms. One example is Shape Terra proposed by Harik et al. [7], which applies a “heat retention” 

value to each mesh vertex. Heat retention is a value defined by the time integral of the vertex 
temperature until it reaches below the threshold, based on the heat diffusion simulation on the model. 

Feature recognition is achieved by clustering vertices with similar heat retention values. Shi et al. 
demonstrated that the idea of Shape Terra can be used for manufacturability analysis in additive 
manufacturing [25]. 

The rule-based approach has the advantage of not requiring a large dataset or long training time 
in advance and having an explicit feature derivation process. However, this approach has drawbacks 

in that the extraction rules need to be carefully designed by experts for each feature type, i.e., it 
lacks versatility. Moreover, it is challenging to realize robust recognition with this approach because 
real-world models do not exactly match the assumed topological structure of the feature designed 

by and implemented in the rules, especially when features intersect or interact. 

2.2 Learning-based Approach 

Learning-based approaches automatically learn the structures of feature geometry from training 

datasets and do not require any recognition rules designed by human experts. 

As a classical study before the deep learning era, Prabhakar and Henderson proposed applying 

a neural network to a face adjacency matrix with values that code the geometric and topological 
characteristics of faces and edges to derive form features [20]. The algorithm performs pattern 
recognition on each row of the matrix using the network. As the neurons in the network in the study 

use only integers with a small number of digits as input or output, the values representing the 
features are also integers and do not use real numbers. Therefore, the geometry of face segments 
that can be encoded is restricted to planar and cylindrical surfaces whose normals are oriented in a 

particular orthogonal axis direction. 
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Following the massive success of deep learning methods, especially convolutional neural 
networks (CNNs) in image processing, some studies have attempted to implement 3D CAD model 

feature recognition using various CNN-based techniques. The first approach is to utilize images of a 
model rendered from multiple views. Shi et al. proposed MsvNet for feature recognition of CAD 

models, using multiple orthogonal sectional views [24]. Each sectional view of the model is processed 
with a CNN, and aggregation of multiple views is performed through a pooling layer. The second 
approach is to extend a CNN for images to three dimensions and apply it to a voxel space for feature 

recognition. As a typical example, Zhang et al. proposed FeatureNet, which uses a 3D CNN for 
feature recognition from 3D CAD models [29]. In FeatureNet, 64 × 64 × 64 voxels are used to 
classify a feature in a 10-cm cubic space. 

Another 3D model representation frequently used with deep learning is a point cloud. For deep 
learning with point clouds, networks called PointNet [21] or PointNet++ [22] are well known. 

Takashima et al. proposed converting the boundary faces of a 3D CAD model into a point cloud and 
recognizing freeform FE features from it using PointNet++ [26]. 

Multiple views, point clouds, and voxels are commonly used 3D representations for deep learning 

because well-studied feature recognition methods based on images using CNNs can be extended 
straightforwardly. However, these representations also have some drawbacks. One of the significant 
drawbacks is that they are simply approximations of an original CAD model, and the conversion 

results in a loss of geometric and topological information and degradation of the resolution of the 
geometry. To avoid degradation, the model needs to be sampled at high resolutions, eventually 

leading to increased data size and inefficient computation for learning. 

One solution is to use “graphs,” which have elements that correspond one-to-one with the 
topological elements of a B-Rep CAD model, while point clouds and voxels require multiple elements 

to represent a single face. In this context, recent works have been published that attempt to perform 
feature recognition on CAD models using GNNs, which are directly capable of deep learning on graphs. 

For example, Cao et al. proposed using a face adjacency graph (FAG) with node descriptors for 

machining feature recognition [2]. An FAG is a graph whose nodes and links represent CAD faces 
and edges, respectively. It uses the coefficients of the plane equation as a node descriptor. For this 

reason, it is only applicable to models bounded only by planes. Jones et al. weakened this restriction 
to planes, cylinders, cones, spheres, and tori for surfaces and lines, circles, and ellipses for edges 
and applied it to feature recognition [9]. They also used surface parameters, surface/curve type, 

and orientation for node descriptors. Nevertheless, there was a limitation on the surface/curve type. 
UV-net proposed by Jayaraman et al. [8] solved this problem by calculating the descriptors from 

rectangular grids on the two-dimensional parameter domain of faces and the one-dimensional 
domain of edges. However, because they directly utilize xyz coordinates and normal or tangent 
vectors of faces for descriptor calculation, the feature recognition results become rotation-variant 

even though the model shape will not change with model rotation. Hierarchical-CADNet proposed by 
Colligan et al. [3] also has a rotation-variant limitation. Conversely, in BRepNet proposed by 
Lambourne et al. [14], simple descriptors such as surface types and face area enable rotation 

invariance on feature recognition. Although their main proposal is a convolution kernel on the graph 
defined from the B-Rep structure, the method has low discriminative ability among geometries. 

Furthermore, the abovementioned studies have rarely shown examples of feature recognition from 
complex part geometries, such as FE features appearing on realworld product models, which have 
freeform surface geometries and multiple features interacting with each other, and most of them 

have performed feature classification when only a single feature exists on the part. 

From the above review, while GNNs can directly perform deep learning-based feature extraction 
on the topological data structure of B-Rep CAD models, the descriptor design on graphs used in 

previous studies still suffers from the following issues: 

1. Poor discrimination between feature geometries when only the surface type or face area is 

used as descriptors, 

http://www.cad-journal.net/


 

 

Computer-Aided Design & Applications, 21(6), 2024, 959-975 

© 202U-turn Press LLC, http://www.cad-journal.net 
 

963 

2. Limited applicable surface geometries due to the intrinsic geometric parameters of surfaces 
as descriptors, and 

3. Inability to recognize features in a rotation-invariant way because of the dependence of 
descriptors on coordinate systems such as XYZ coordinates. 

This study proposes a new FE feature recognition method that addresses the above issues by 
constructing rotation-invariant descriptor representations of nodes and edges for GNNs, enabling 
the recognition of complex FE features, including freeform surfaces, from B-Rep CAD models. 

3 PROPOSED FE FEATURE RECOGNITION METHOD BASED ON GRAPH NEURAL NETWORKS 

3.1 Overview 

Figure 2 shows the recognition pipeline of the proposed FE feature recognition method based on 

GNNs. 

The first step converts B-Rep CAD model data into an FAG with descriptors. The FAG is a graph 

in which B-Rep faces and edges are represented as nodes and links, respectively. Each node and 
link in the FAG has descriptors, a multidimensional vector encoding the corresponding face or edge 
geometry. In the second step, the FAG is input into a GNN that classifies the labels of each node. 

The GNN is trained in advance with CAD model datasets comprising FE features whose faces are 
labeled with feature labels. In the last step, the estimated face feature labels are extracted from the 
GNN output and reflected in the original CAD model. 

Notably, the following assumptions are made in the proposed method: 

 Each face in a B-Rep CAD model has exactly one feature label, and 

 All CAD models used in the training and testing phases have no topological and geometric 
defects in product data quality (PDQ), and they are watertight solid models. 

The former assumption results in the limitation that our feature extraction method cannot be applied 

to cases where a single face belongs to two or more FE features. However, this has not been the 
case in practical models that we and our collaborator’s company have worked on. This problem can 
be solved by adopting a preprocessing method that divides B-Rep faces into patches according to 

their features; nevertheless, further research is required in this respect. 

3.2 Descriptors on FAG 

The proposed method encodes the topology and geometry of a B-Rep CAD model in terms of FAG 
connection relations and descriptors attached to the nodes and links of the FAG, respectively. To 

 

 

Figure 2: The proposed FE feature recognition pipeline. 

http://www.cad-journal.net/


 

 

Computer-Aided Design & Applications, 21(6), 2024, 959-975 

© 202U-turn Press LLC, http://www.cad-journal.net 
 

964 

achieve pose-invariant feature recognition, we defined the following descriptors invariant to 
translation and rotation. Moreover, considering the classes of geometries to be recognized, the 

descriptors that can discriminate a broad range of face geometries, including freeform surfaces in 
B-Rep CAD models, are attached to the nodes and links of the FAG. These node and link descriptors 

are described below. 

The node descriptor 𝑭𝑛  encodes the geometry of a face. It comprises the following two 

descriptors 𝑭𝑆𝐼 and 𝑭𝑂𝐵𝐵 calculated from sampled points on the face. 

 

1) Shape index distribution (𝑭𝑆𝐼): 

𝑭𝑆𝐼 encodes a statistical distribution of the shape index [12] 𝑆𝐼(𝑝) at a sampled point 𝑝 on a face. 

𝑆𝐼(𝑝) is defined by Equation (2.1), from principal curvatures 𝜅1, 𝜅2 (𝜅1 ≥ 𝜅2) at 𝑝. The index ranges 

from −1 to 1 except for the case where 𝑝 is on planes, as depicted in Figure 3. 

 

𝑆𝐼(𝑝)  =  
𝜋

2
tan−1

𝜅2 + 𝜅1

𝜅2 − 𝜅1

(2.1) 

 

The descriptor 𝑭𝑆𝐼  is defined as a normalized histogram of 𝑆𝐼(𝑝) over the face. 𝑭𝑆𝐼  of the node 

corresponding to a face 𝑓𝑖 is defined by Equations (2.2) and (2.3) with 𝑙 denoting the number of 

intervals (we used 𝑙 = 7) and 𝑃𝑖
𝑓
 denoting the sampled point set of the face 𝑓𝑖 . A special bin is 

provided in the histogram for the points lying on the plane, since 𝑆𝐼(𝑝)  cannot be defined 

mathematically if 𝑝 is on the plane where 𝜅1 = 𝜅2 = 0. The number of intervals 𝑙  should be set 

according to the feature to be recognized, but we chose a value that allows us to assign spheres 
(𝑆𝐼(𝑝) = ±1) and cylinders (𝑆𝐼(𝑝) = ±0.5) to different bins in the histogram while avoiding setting the 

bin border to zero because the sign of the value may be unstable around zero. However, sample 
points with a shape index near zero typically do not appear frequently. 

 

𝑭𝑆𝐼(𝑓𝑖)  =  
1

∑ |𝐴𝑖(𝑓𝑖)|𝑙
𝑖 = 0

[|𝐴0(𝑓𝑖)|, |𝐴1(𝑓𝑖)|, ⋯ , |𝐴𝑙(𝑓𝑖)|]𝑇, (2.2) 

𝐴𝑖(𝑓𝑖) = {
{𝑝 |  −  1 + 

2𝑖

𝑙
 ≤  𝑆𝐼(𝑝)  ≤  − 1 + 

2(𝑖 +  1)

𝑙
, 𝑝 ∈ 𝑃𝑖

𝑓
} (𝑖 =  0,1, ⋯ , 𝑙 −  1)

{𝑝 | 𝑝 is on planes, 𝑝 ∈ 𝑃𝑖
𝑓

} (𝑖 =  𝑙)

, (2.3) 

 

 

 

Figure 3: Typical geometries and their shape index values in the shape index distribution (𝑭𝑆𝐼). 

 

2) Oriented bounding box (OBB) aspect ratio (𝑭𝑂𝐵𝐵): 

𝑭𝑂𝐵𝐵 encodes the proportions of three edge lengths 𝑙1, 𝑙2, 𝑙3 (𝑙1 ≥ 𝑙2 ≥ 𝑙3) of the OBB that envelops the 

points sampled on a face, as depicted in Figure 4 and defined by Equation (2.4): 

-1 -0.5 0 0.5 1

undefined

Points on planes.

Special bin is allocated

in the histogram.
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𝑭𝑂𝐵𝐵 =
[𝑙1, 𝑙2, 𝑙3]𝑇

‖[𝑙1, 𝑙2, 𝑙3]𝑇‖
(2.4) 

 

Conversely, the link descriptor 𝑭𝑙  represents an angular relation between two adjacent faces 

connected to an edge, which is used as the indicator of the connecting condition and the relative 

orientation between adjacent faces while maintaining translation and rotation invariance. The 
following two types of angles are adopted for the link descriptor: local face angle 𝐹𝑙𝑎 and global face 

angle 𝐹𝑔𝑎. Similar to the node descriptor, the link descriptor is calculated from the points sampled 

on the edge corresponding to a link. 

 

3) Local face angle (𝐹𝑙𝑎): 

𝐹𝑙𝑎 denotes an average of signed angles between normal vectors of the adjacent faces at the points 

sampled on an edge. 𝐹𝑙𝑎 can indicate whether the adjacent faces connect concavely or convexly by 

its sign and angle value. The signed angle 𝜃𝑙𝑎  (𝑞) at a point 𝑞 on an edge is derived from Equation 

(2.5): 

 

𝜃𝑙𝑎(𝑞)  =  
1

𝜋
sgn ((𝒏𝑖 × 𝒏𝑗) ⋅ 𝒕𝑖) cos−1(𝒏𝑖 ⋅ 𝒏𝑗) , (2.5) 

 

where 𝒏𝑖  and 𝒏𝑗 denote unit normal vectors at 𝑞 in faces 𝑓𝑖  and 𝑓𝑗 adjacent to the edge respectively, 

and 𝒕𝑖 denotes a unit tangent vector at 𝑞 of the corresponding half edge belonging to the face 𝑓𝑖. 

Figure 5 shows the relation between 𝒏𝑖 × 𝒏𝑗  and 𝒕𝑖. 𝐹𝑙𝑎 is calculated by averaging 𝜃𝑙𝑎(𝑞) over the 

sampled point set 𝑄 =  {𝑞} on the edge and is derived from Equation (2.6): 

 

𝐹𝑙𝑎 =  
1

|𝑄|
∑ 𝜃𝑙𝑎(𝑞)

𝑞∈𝑄
. (2.6) 

 

Although 𝐹𝑙𝑎 is a useful indicator of the adjacent face relation that focuses on the region close to 

their connecting edge, it becomes zero if two faces are connected smoothly, and it is insufficient to 
represent the face relation solely using 𝐹𝑙𝑎 in such a case, which frequently occurs in FE features. 

Therefore, we introduced the other link descriptor 𝐹𝑔𝑎 to encode the overall orientation between the 

adjacent faces that does not take a zero value even in such cases. 

 

 

Figure 4: OBB and its edge length 𝑙1, 𝑙2, 𝑙3. 
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4) Global face angle (𝐹𝑔𝑎): 

𝐹𝑔𝑎 denotes an angle between the averaged normal vectors 𝒏̅𝑖  and 𝒏̅𝑗 on two adjacent faces 𝑓𝑖  and 𝑓𝑗 

connected to the edge, as depicted in Figure 6, where 𝒏̅𝑖 is evaluated by taking an average of the 

normal vectors at the sampled points on 𝑓𝑖. 𝐹𝑔𝑎 is defined by Equation (2.7): 

 

𝐹𝑔𝑎 =
1

𝜋
cos−1(𝒏̅𝑖 ⋅ 𝒏̅𝑗) . (2.7) 

 

𝐹𝑔𝑎 has the disadvantage of being significantly influenced by the shape of the face because it is 

calculated using the averaged normal vector over each face. Overall, 𝐹𝑙𝑎  and 𝐹𝑔𝑎  are meant to 

complement each other. 

Because the descriptors are calculated based on random sampling points over a face or an edge, 
their values fluctuate depending on the positions randomly selected for the sampled points. To 

confirm that the extent of fluctuations is acceptably low, we evaluated the statistical distribution of 
the descriptor values of a simple-shaped model shown in Figure 7 with different sampling positions. 
We generated 50 sampled points in each face and 11 sampled points in each edge. Tables 1 and 2 

show the results. The column 𝐹𝑆𝐼 of Table 1 shows only the fluctuation of the maximum element 

among the histogram elements. On the basis of these results, we concluded that the fluctuation of 

the descriptor values depending on the sampling position is sufficiently small and acceptable for 
encoding the geometric properties of faces and edges. If the extent of the fluctuation needs to be 
reduced, we can simply increase the sampling density. 

 

 

Figure 5: Local face angle (𝐹𝑙𝑎). 

 

 

 

Figure 6: Global face angle (𝐹𝑔𝑎). 
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3.3 Node Classification by GNN 

Figure 8 shows the GNN structure used for node classification for feature recognition in this study. 

As depicted in Figure 8, the network comprises two phases: convolution and multilayer perceptron 
(MLP). 

The convolution phase comprises three “MLP & Conv” layers. These layers perform three 
operations. First, each node/link descriptor is input into several MLP layers and the batch 
normalization layer sequentially. Second, node descriptors are convoluted into link descriptors 

defined by Equation (2.8): 

 

𝒆𝑖𝑗
′ =  𝜎 (BN (𝑾(𝒙𝑖 ⊕ 𝒙𝑗 ⊕ 𝒆𝑖𝑗))) , (2.8) 

 

where 𝒙𝑖 denotes the descriptor of node 𝑖 before the operation, 𝒆𝑖𝑗 and 𝒆𝑖𝑗
′  denote the descriptors 

before and after the operation of the link between node 𝑖 and 𝑗 respectively, BN( ) denotes the batch 

normalization layer, 𝜎( ) denotes the activation function, ⊕ denotes vector concatenation, and 𝑾 

denotes the learning parameters. Finally, the descriptors are convolved between adjacent nodes 
using graph attention networks [27], as defined by Equation (2.9): 

 

 

 

Figure 7: A model for descriptor fluctuation evaluation. 

 

 
𝐹𝑆𝐼 𝐹𝑂𝐵𝐵,1 𝐹𝑂𝐵𝐵,2 𝐹𝑂𝐵𝐵,3 

Mean Std. Mean Std. Mean Std. Mean Std. 

𝑓1 1.000 0.000 0.723 0.024 0.690 0.027 0.000 0.000 

𝑓2 1.000 0.000 0.701 0.022 0.628 0.027 0.336 0.025 

𝑓3 1.000 0.000 0.889 0.011 0.456 0.020 0.044 0.003 

 

Table 1: Node descriptor fluctuations (𝑭𝑂𝐵𝐵 = [𝐹𝑂𝐵𝐵,1, 𝐹𝑂𝐵𝐵,2,  𝐹𝑂𝐵𝐵,3]). 

 

 
𝐹𝑙𝑎 𝐹𝑔𝑎 

Mean Std. Mean Std. 

𝑒1 0.500 0.000 0.500 0.000 

𝑒2 0.000 0.000 0.952 0.037 

𝑒3 0.000 0.000 0.361 0.034 

 

Table 2: Link descriptor fluctuations. 
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𝒙𝑖
′  =  𝜎 (∑

exp (𝜎(𝑾𝑛𝑥𝑖 ⊕ 𝑾𝑛𝒙𝑗 ⊕ 𝑾𝑒𝒆𝑖𝑗))

∑ exp(𝜎(𝑾𝑛𝑥𝑖 ⊕ 𝑾𝑛𝒙𝑘 ⊕ 𝑾𝑒𝒆𝑖𝑘))𝑘∈𝒩𝑖
𝑗∈𝒩𝑖

𝑾𝒙𝑗) , (2.9) 

 

Meanwhile, the MLP phase consists of fully connected layers with a stochastic dropout, classifying 
each node based on the convolution phase output. Outputs of the MLP phase are input into a softmax 
function, which predicts the likelihood that each node belongs to a certain feature label. The feature 

label indicates what role the face corresponding to a node plays in the feature. For example, in the 
case of a boss feature, there are three types of feature labels: “Boss Hole,” “BossTop,” and 
“BossSide.” 

In the training process of the network, the cross-entropy loss was evaluated as the optimization 
criterion, and the Adam optimizer was used. 

 

 

Figure 8: GNN structure used for node classification. Each square describes the descriptor size 
attached to nodes and links. 𝑁  and 𝐸  denote the numbers of nodes and links respectively, 

𝑁𝑜𝑑𝑒𝐷𝑒𝑠𝑐𝑖𝑛 and 𝐿𝑖𝑛𝑘𝐷𝑒𝑠𝑐𝑖𝑛 denote the sizes of input descriptors of nodes and links respectively, and 

𝐷𝑒𝑠𝑐𝑜𝑢𝑡 denotes the output size of node descriptors. 
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Figure 9: Example of DA on FAG. 
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3.4 Data Augmentation 

We performed DA in each training epoch to increase recognition robustness. We intentionally 

introduced noise into the graph used in the training dataset. This aims to make feature recognition 
more stable against small differences in data and prevent the recognition mechanism from being 

overly reliant on a single descriptor or FAG graph. FAG data can be broadly classified into two aspects, 
graph structure, which represents B-Rep topology, and descriptors, which represent B-Rep geometry. 
Because we wanted to augment both in DA, we removed links of the input FAG and overwrote the 

elements of descriptors to 0 with a certain probability (0.15 in our experiment), as depicted in Figure 
9. DA was applied only to the training dataset and not to the validation dataset. 

Compared with modifying CAD models for training in a CAD system for augmentation, 

augmenting directly on graphs has the advantage of being significantly computationally simple. 
Although this augmentation technique could generate FAGs corresponding to topologically invalid 

solid models, where adjacent faces do not have a link or descriptors are not normalized, it was found 
to contribute to improved recognition performance. The results are discussed in section 4.3. 

4 CASE STUDY 

4.1 Datasets 

We used two datasets to evaluate recognition performance; one is our original dataset with freeform 
FE features, and the other is the Fusion360 gallery segmentation dataset [14], which is publicly 

available. 

Our original dataset consists of two types of models: “Simple Models” and “Practical Models.” 

“Simple Models” shown in Figure 10(a) include 32,940 CAD models that comprise simple 
combinations of boss, rib, and fillet features and are used throughout the training, validation, and 
testing phases. Meanwhile, “Practical Models” shown in Figure 10(b) include only three models that 

comprise complex combinations of these features and are used in the testing phase to evaluate 
recognition methods under more realistic conditions. 

Generally, preparing many CAD models and labeling all faces in them is a timeconsuming task 

and limits learning-based feature recognition applications. To ease the difficulty of the task, we 
created “Simple Models” by only varying size parameters such as radius or height of the 17 

handcrafted “template” CAD models shown in Figure 10(a). By adopting this method, we only needed 
to build 17 template models, label their faces, set some size parameters and rules for the parameter 
variation, and generate valid parameters. However, because the parameter variation changes only 

geometries or descriptor values and does not alter any topologies of FAG structures, the dataset can 
be less diverse in terms of topologies. Using this type of dataset can make recognition unstable to 

changes in the FAG structure, which can be caused by feature interaction. To address this issue, we 
adopted a DA method that stochastically removes the edges of the FAG, which could increase the 
topological diversity of the FAG on training. 

All faces in the CAD model in the original dataset were labeled with seven feature labels, as 
depicted in Figure 10(b): “BossTop,” “BossSide,” “BossHole,” “RibTop,” “RibSide,” “Fillet,” and 
“None.” These features, such as bosses, ribs, and fillets, are typical FE features defined by the 

company-internal mesh generation rules described in section 1. 

The sublabels “Top,” “Side,” and “Hole” attached to each feature label are essential in mesh 

generation. This is because FE analysis preprocessor software typically includes an automatic mesh 
generation function, and specific constraint points on the feature (e.g., the center point of a boss 
top face) must be passed to the mesh generation function to generate a mesh according to the 

constraint mesh generation rules. These sublabels are essential for identifying the constraint point 
from the feature and the reference point from which the mesh is generated. 

http://www.cad-journal.net/


 

 

Computer-Aided Design & Applications, 21(6), 2024, 959-975 

© 202U-turn Press LLC, http://www.cad-journal.net 
 

970 

4.2 Experimental Condition 

We implemented the proposed GNN-based feature recognition method using PyTorch Geometric [4] 

and Open CASCADE Technology [18]. We performed 5-fold cross-validation and compared our 
results with the recognition results of the combined method of BRepNet [14] and UV-Net [8] 

(hereafter referred to as a “baseline method”), which are GNN-based feature recognition methods 
like ours. All measurements were conducted with the model of minimum validation loss. To evaluate 
rotation invariance, the test was conducted with both a posture similar to the training data and a 

randomly rotated posture. Performance was evaluated using two metrics, accuracy per face (Acc) 
and mean intersection over union calculated per face (mIoU). As mIoU is the average of the IoU of 
each feature label, mIoU increases when correctly predicting the labels of faces that contain only a 

few faces rather than the labels of faces that contain many faces in the dataset. 

4.3 Results 

4.3.1 Original dataset 

Table 3 summarizes the recognition performance, and Figure 11 shows an example of the recognition 
results for practical models. Furthermore, Figure 12 shows the results of the feature ablation study, 
which indicates the change in performance when removing some descriptors. 

 

(a)                                                                           (b) 

 

Figure 10: (a) 17 templates of “Simple Models,” and (b) an example of “Practical Models” with 

feature labels. 

 

Method 

Simple Models 

(Original Pose) 

Simple Models 

(Rotated) 

Practical Models 

(Original Pose) 

Practical Models 

(Rotated) 
Acc 

[%] 

mIoU 

[%] 

Acc 

[%] 

mIoU 

[%] 

Acc 

[%] 

mIoU 

[%] 

Acc 

[%] 

mIoU 

[%] 

Our Method 99.43 98.83 99.43 98.83 77.02 48.21 76.99 48.07 

Our Method + DA 99.43 98.83 99.43 98.83 82.06 54.09 81.85 53.55 

BRepNet + UV-Net 100.00 100.00 62.70 28.33 71.92 47.46 48.09 14.23 

 

Table 3: Recognition performance on our original dataset. Acc denotes accuracy per face, and mIoU 
denotes mean intersection over union per face. “DA” means the result obtained when using the 

training dataset with DA (section 3.4) 

http://www.cad-journal.net/


 

 

Computer-Aided Design & Applications, 21(6), 2024, 959-975 

© 202U-turn Press LLC, http://www.cad-journal.net 
 

971 

As presented in Table 3, the proposed and baseline methods exhibited high recognition 
performance for the simple models with the original pose. In contrast, the performance of both 

methods for the practical models slightly decreased to 71%–82% in accuracy and 47%–54% in 
mIoU. The reason for the degradation could be that the practical models were significantly more 

complex and interacted more between bosses and ribs. 

In the evaluation with the practical models, our method's performance was slightly higher than 
the baseline method in the original pose. However, when a rotation was applied to the model, the 

 

 

 

Figure 11: Example of recognition result. 

 

  

(a) Accuracy per face                               (b) mIoU per face 

 

Figure 12: Results of feature ablation study. Each label on the descriptors denotes as follows: noSI: 

without 𝑭𝑆𝐼; noOBB : without 𝑭𝑂𝐵𝐵; noLA: without 𝐹𝑙𝑎; noGA: without 𝐹𝑔𝑎. DA was performed during 

training, and the performance was evaluated using Practical Models with the original pose. 
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performance of the baseline method degraded significantly. Conversely, our method did not exhibit 
any degradation under model rotation because it is rotation-invariant. 

Furthermore, it was found that the proposed DA technique described in section 3.4 contributed 
to an improvement of approximately 6% in performance. This could be due to the improved 

topological diversity of the graphs used in the training dataset. 

Finally, the feature ablation study shown in Figure 12 implied that the shape index distribution 
𝑭𝑆𝐼 played an essential role in our proposed method. 

In summary, for feature recognition from CAD models, such as bosses and ribs composed of 
complex curved surfaces, under arbitrary model rotations, our proposed method using GNNs with 

DA outperformed the baseline method. 

4.3.2 Fusion 360 gallery segmentation dataset 

Next, to evaluate the effectiveness of the proposed method on datasets containing other CAD models 
different from ours, a performance evaluation was performed on the Fusion 360 dataset [14]. Table 

4 summarizes the feature recognition performance on the Fusion360 gallery segmentation dataset 
with the original pose and randomly rotated using our method and BRepNet [14] + UV-Net [8]. This 
segmentation dataset includes labeled CAD models with geometries similar to our FE feature dataset. 

The feature labels are attached according to the CAD modeling operation used to create each face. 
Each face had one of eight feature labels, such as “Extrude Side,” “Extrude End,” “Fillet,” and 

“Chamfer.” CAD models of 35,680 parts were included in the dataset. The face geometries of the 
models were dominated by planes, cylindrical surfaces, spheres, and tori, with few freeform surfaces 
included. 

The result in Table 4 showed that with the original pose, BRepNet + UV-Net outperformed the 
proposed method. This suggests that our rotation-invariant descriptors have a lower ability to 
discriminate geometries than UV-Net, or the convolution kernel of BRepNet, which is based on the 

graph of B-Rep structure, is designed and optimized to the Fusuion 360 dataset and outperforms 
our simple GNN. 

Nevertheless, rotation did not influence the performance of our method, but it significantly 
degraded the performance of BRepNet + UV-Net, which was worse than ours. Furthermore, our DA 
technique was less effective with this dataset than with our original dataset. This might be because 

this dataset has sufficient diversity in the training dataset or more similarity between the training 
and test datasets than our original dataset. 

5 CONCLUSIONS 

We proposed a novel GNN-based rotation-invariant FE feature recognition method from a B-Rep CAD 
model. The CAD model data were converted into an FAG with descriptors. Four rotation-invariant 

descriptors were proposed as the descriptors for the nodes and links of the FAG, and these 
descriptors could code the complex geometries of freeform faces and edges. From the input of the 
FAG, the GNN could directly classify the labels of each node that indicated feature labels of faces of 

Method 
Original Pose Rotated 

Acc 

[%] 

mIoU 

[%] 

Acc 

[%] 

mIoU 

[%] 

Our Method 76.64 47.16 76.80 44.90 

Our Method + DA 75.00 44.23 75.21 42.33 

BRepNet + UV-Net 93.81 73.27 75.02 42.86 

 

Table 4: Recognition performance on Fusion360 gallery segmentation dataset [14]. 
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the CAD model. DA techniques that directly apply to the FAG were also proposed for robust 
recognition. 

The performance of our method and a similar state-of-the-art GNN-based method (BRepNet + 
UV-Net) was compared on CAD model datasets, containing FE features. The results showed that the 

proposed method significantly outperformed the GNN-based method in terms of the recognition 
performance of rotated objects. The proposed DA technique could improve the performance against 
datasets slightly different from the training data. 

However, the following issues remain unaddressed and should be addressed in future work: 
 Improvement in recognition performance against complex models. This can be achieved 

by changing the dataset generation method or using transfer learning. 

 Alleviation of the strong dependency of the FAG and descriptor values on the B-Rep 
structure. This can lead to the issue that two identical features can be recognized in a 

completely different manner because of their different B-Rep structures. One possible 
solution to this problem is to employ some normalization procedures of B-Rep models 
such as “maximal faces” [15]. 

 Survey on the influence of PDQ defects on recognition performance. 

 Enabling the recognition of models, where a single face belongs to two or more FE features, 
as mentioned in section 3.1. 
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