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Abstract. In this paper, the semantic description of digital images of printmaking 
art is deeply studied and analyzed by the method of image decomposition. On the 

semantic significant region extraction of digital images of printmaking art, an image 
significant region extraction algorithm based on the theory of low-rank matrix 

decomposition is proposed. The principle of the algorithm is to divide the semantic 
content of the image into significant and non-significant parts from the perspective 
of low-rank matrix decomposition theory. The non-significant part of the matrix can 

theoretically correspond to a low-rank structure due to the high redundancy of its 
content, while the significant target has a high variance of one or more features and 

thus can correspond to a sparse component. In this way, the salient regions in the 
image are extracted and an effective representation model is provided to satisfy 
further image semantic annotation. The results of the saliency map based on the 

proposed algorithm are compared with seven other algorithms. Experimental results 
of the proposed algorithm are given on two current eye-movement databases, MIT, 
and Bruce, and the MSRA database. The algorithm performs better in low-fuel 

images, the proposed algorithm significantly outperforms the other methods, and 
the proposed algorithm is more consistent with the human visual attention process. 

A multi-task joint sparse representation of printmaking art digital image classification 
algorithm is proposed. Printmaking art figures have richer structural information. 
Accordingly, a structured analysis algorithm for printmaking art digital images is 

proposed. Firstly, the printmaking art digital image is decomposed into four parts: 
painting body, inscription, white space, and seal, then a series of unique color and 
texture features are extracted according to the visual and creative characteristics of 

each part, and finally, a multi-task joint sparse representation model is introduced 
to effectively fuse the features of the four parts and classify them. Experiments on a 

large set of digital images of printmaking art show that the proposed structure 
analysis algorithm can effectively decompose the structure of the painting images, 
and the performance of the classification strategy based on the multi-task joint 

sparse representation outperforms that of the global-based classification method. 
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1 INTRODUCTION 

Printmaking is a kind of visual art with "indirectness" and "pluralism", through the plate making and 
printing plate to transfer the image to the carrier. Printmaking has a long history at home and 

abroad, and can be divided into four major types of prints: letterpress, intaglio, lithography, and 
perforation, depending on the creation process [20]. The unique plate material and creation process 

also brings a unique artistic language for printmaking, such as the vicissitudes and brightness of 
woodblock prints, the solidity of copper block prints, the graininess of lithographs. The production 
characteristics of screen-prints break through the limitations of the material or shape of the 

substrate, such as curved and uneven surfaces, as well as fabric, metal, glass, etc. can be used as 
the carrier of screen-prints. Due to the characteristics of "marks" and "plural", printmaking is a type 
of painting that relies heavily on technological change and has more diversified forms of expression 

and space for development than other types of painting [14]. At present, the rapid development of 
digital technology has changed people's habits and aesthetic concepts and has brought about radical 

changes in the creation of visual art, and digital art has also emerged. As an emerging type of 
printmaking, digital printmaking has brought a new vitality to traditional printmaking art - greatly 
expanding the artistic language of printmaking, bringing artists more creative inspiration, and 

enriching the content and form of printmaking. In contrast to traditional printmaking, digital 
printmaking is a form of printmaking that uses digital equipment and technology to create, make 
plates, and print onto substrates [5]. Therefore, it is necessary to explore the artistic language of 

digital printmaking, the relationship between digital printmaking and the art of painting, and the 
way of using the digital printmaking medium and the visual effects it is suitable for creating. 

The accuracy and speed of image recognition and image understanding technologies are still far 
from meeting the needs of the people. There is also a great demand and reliance on image analysis 
and image understanding for the public security system, where the case processing process needs 

to draw on various comprehensive information of the tracked object. How to quickly search and 
locate the tracking target from a large number of video images according to the existing text or 

picture clues, and identify the activity scene of the tracking object as well as the emotional 
semantics, and synthesize the obtained large amount of image information to finally give accurate 
and comprehensive information about the tracking target, the results of these image understanding 

and processing can provide strong and useful auxiliary information for the public security department 
to deal with the case [13]. Similarly, some human image recognition judgment analysis ability is 
very strong, can capture the subtle changes in the image, and timely find the connection between 

things, but when facing the processing of massive data, manual labeling is difficult to cope with. If 
the process of human processing and analysis of images can be implemented in the automatic image 

recognition and processing system, it can effectively improve the accuracy of the system to process 
images automatically. Image fusion is a multi-level, multi-level, multi-directional comprehensive 
processing of two or more images with complementary information and redundant characteristics, 

reducing the redundancy and ambiguity of images, making the fused image information richer, more 
accurate, and more reliable, and providing a technical basis for subsequent image detection, image 
recognition, image classification, image understanding, and other related research and applications 

[2]. The blowout growth of digital images has put forward higher demands for image understanding. 
First, the intelligence of image understanding requires that the semantic gap between image content 

representation and image semantic understanding be narrowed as much as possible. Secondly, the 
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"spurt" of massive images also puts higher demands on the temporal performance of image 
processing. Therefore, automatic semantic annotation of images efficiently and accurately is urgent. 

With the development of information technology, digital images have become an important 

carrier for information-bearing and expression, and are deeply integrated into daily life, so people's 
demand for editing digital images has increased. In the live video industry, image segmentation is 

one of the important technologies for editing images, and replacing the live background or editing 
the foreground area for live video can improve user experience and attract more users. The editing 
of live video is online editing, and due to the problems of content distribution and network 

transmission, online editing can cause delays on the viewing side, so real-time semantic 
segmentation methods are especially important for the live video industry. Real-time semantic 

segmentation has the advantage of low computational effort, so deploying real-time semantic 
segmentation models on cheap or low-power hardware devices can further improve the application 
of image segmentation and reduce the cost of devices. In addition, research on real-time semantic 

segmentation can also inspire other areas of real-time development, such for instance segmentation 
techniques that integrate semantic segmentation and target detection, and real-time semantic 
segmentation will undoubtedly improve the overall computational speed of instance segmentation; 

the work on combining semantic segmentation with target tracking also demonstrates the 
importance of its real-time segmentation. 

2 CURRENT STATUS OF RESEARCH 

From the summary of existing work related to image retrieval and image classification, it is known 
that the extraction of image visual feature descriptors is the basis for achieving efficient image 

classification performance. Since digital images of printmaking art are richer and more abstract in 
semantic information compared to usual natural images, research work on the automatic 
classification of digital images of printmaking art is still in its infancy [16]. This section briefly 

describes the existing work on low-level visual feature extraction and description for digital images 
of printmaking art [7]. Color features are an important visual information attribute, and since color 

information plays a pivotal role in expressing art semantics and emotions, has simple and stable 
characteristics compared to low-level features such as texture and shape, and color descriptors (e.g., 
color histogram, etc.) have better invariance for translation, rotation, scaling, etc., color features 

are the most effective for describing digital images of digital works of printmaking art. Most of the 
existing work investigating the automatic classification of digital images of printmaking art extracts 

global color descriptors of images to characterize the semantic content of printmaking art figures 
[12]. Since hue, saturation, and luminance are most commonly used by artists to create, thus 
existing algorithms usually extract global color features such as color histogram features, color 

moment features, and color correlation map features in color spaces such as HSL and CLE Luv [9]. 
The literature proposes a general classification framework for the digital classification problem of 
printmaking art, where the algorithm extracts the coefficients of the multiscale wavelet transform 

to characterize the semantic information of the painting images and builds a semantic model for 
each painting author's image by a learner. The algorithm experimentally collects the paintings of bit 

painters and the test results show that its classification accuracy is good. Although the algorithm 
achieves a finer granularity of painting classification based on the author, the algorithm is less 
scalable as the model requires separate semantic modeling for each author [11]. The literature 

proposes an automatic painting image semantic classification algorithm that combines image 
analysis and domain ontology techniques, opening a new research direction. 

The algorithms construct visual ontologies for art images and propose the concept of non-

realistic semantics of images for art images [4]. Since traditional low-level visual features cannot 
adequately represent the rich semantic information of printmaking art digital images, ontologies are 

introduced to semantic classification of printmaking art digital images to achieve high-level semantic 
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retrieval and classification goals that match user perception [18]. For the characteristics of digital 
images of printmaking art, two semantic descriptions are proposed in the literature, which is specific 
semantics understood in a general sense and so-called non-realistic semantics. Where specific 

semantics includes general or specific scenes, objects, or actions. Intent recognition is a much-
researched area in the field of spoken language comprehension and is an important evaluation task 

in human-computer dialogue technology [17]. When a user is engaged in a human-computer 
dialogue, intention recognition can be used to understand the user's behavioral intention that flows 
from the user's discourse, and by combining this behavioral intention with the content of the 

discourse, a more satisfactory response can be provided to the user. In information retrieval, since 
users often just use concise query language for information retrieval, it is difficult for search engines 

to identify the query intent of users with different backgrounds, resulting in search results that are 
often difficult to meet the personalized needs of users and match their search interests [6]. 
Therefore, user intent, as an important factor affecting the performance of information retrieval, is 

both a key issue in the field of information retrieval and a higher requirement for information retrieval 
systems. 

With the development of Internet technology, search engines can model users' intent and 

interests by referring to their query history in the network or system, and provide users with 
personalized search results that meet their needs through the model, which can effectively improve 

the accuracy of search engines. In this case, the information sources used for user intent and interest 
modeling include users' historical search documents, users' Internet browsing records, users' 
download data, and relevant information in users' social networks; at the same time, the interaction 

information in social networks can also provide effective references for building more accurate user 
intent and interest models. To further bridge the semantic gap, many researchers have researched 
advanced semantic features from the perspective of semantic concepts. Research on concept 

detection sub aspects was conducted, and his study on news videos showed that a small number of 
noun features can improve the performance of text-based retrieval. 

3 SEMANTIC DESCRIPTION ANALYSIS OF DIGITAL IMAGES OF PRINTMAKING ART FOR 
IMAGE DECOMPOSITION 

3.1 Image Decomposition Semantic Description Design 

To achieve dimensionality reduction as well as to improve the efficiency of operations, subspace 
feature extraction methods based on global statistical feature transformations are often used to 

extract the features of an image [15]. The form of data often used to represent images is a matrix, 
and the advantage of using matrices to organize and manage image data is that the data can be 
analyzed with algebraic features, giving full play to the capabilities of matrix theory in extracting 

features, using a two-dimensional matrix to organize information in grayscale images and a three-
dimensional matrix to organize information in color images. Common analysis methods in algebraic 
theory are principal element analysis as a typical representative, independent element analysis to 

achieve blind source separation, current research hot method of non-negative matrix decomposition, 
and linear discriminant analysis. Principal element analysis (PCA) is an orthogonal linear 

transformation, i.e., K-L transformation, based on statistical features, and its role is like that of SVD. 
Principal element analysis is a commonly applied analysis method in dimensionality reduction of 
high-dimensional data and is also a typical subspace technique. The principal element analysis 

method uses the second-order statistics of the signal to aid in the analysis of the input vector and 
output data, resulting in a linear mapping relationship between the two matrices. The process of 
principal element analysis is to first obtain n orthogonal eigenvectors independent of each other and 

the vector space into which the vectors branch, the axes of the higher dimensional space being the 
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orthogonal eigenvectors; the sample data is then represented as a linear combination of the 
eigenvectors. 

( )( )2 2

1

1 TN

k kk
C x x x x
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= + −                                             (1) 

The individual eigenvectors obtained after the transformation together form the coordinate axes of 
the vector space and using the eigenvectors as unit orthogonal bases, the samples can represent 
linear combinations. The eigenvectors with large eigenvalues gather the main information energy, 

so the practice of discarding the eigenvectors with small eigenvalues does not affect the quality of 
the image. 

2 2 2

1 2, ,..., nV V V V =                                                             (2) 

As an internal feature of an image, texture describes the distribution pattern of the gray values of 

pixel points in an image [8]. The texture feature of an image is an important visual feature of an 
image and is often adopted by many image recognition or image segmentation algorithms. But 
visually, the texture of an image is not as visually impactful as features such as shape and color. 

Even in some cases, texture information is not so easily recognized by the human eye. The texture 
can represent the distribution of grayscale of each pixel point mainly with the help of texture 

primitives, and extracting texture primitives is the core of solving texture problems. Methods that 
are often used to extract image texture features are spectral analysis methods, structural analysis 
methods, model analysis methods, and statistical analysis methods. Spectral analysis methods 

describe texture features by analyzing the frequency characteristics of the image such as time 
domain and frequency domain analysis implementing some kind of transformation (on a multi-scale 

basis) and then extracting the eigenvalues whose frequency characteristics are relatively stable 
during the transformation process, and this eigenvalue can be used to represent the magnitude of 
differences between different regions and the consistency within the same local region [10]. The 

Gabor transform and wavelet transform are two typical methods of spectral analysis in existing 
studies. Structural analysis methods consider that complex texture information can be made by the 
repetitive arrangement of simple texture primitives, i.e., texture primitives are regular. To use the 

structural analysis method to describe texture features, the type and number of texture primitives 
are required to be satisfied. There are many structural analysis methods for describing textures, 

including tree grammar structural texture representation, using graph structure definition to describe 
texture models, and Voronoi polygon-based texture segmentation. SIFT descriptors are usually used 
to extract local feature vectors of an image, as shown in Figure 1. The model analysis method sets 

the texture features to be distributed in the image according to the model, so the model analysis 
method is used to estimate the parameters of the model, in which the parameters can be used to 
reflect the properties of the texture primitives. The specifics of the texture features can be estimated 

by the model parameters, which are the core of the model analysis method. 
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Figure 1: Two significance measures for extracting significance maps. 
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To study and carry out the computational model of visual attention mechanism, eye movement data 
were recorded by oculomotor for the distribution of subjects' gaze points in each interval. Based on 
the distribution of Fixation in each area of the image, a saliency map of human vision is formed as 

an evaluation of the performance of the computable model predicted to get the saliency map. 
Probabilistic and information-theoretic-based models require density estimation of features as a 

measure of feature saliency, and the performance of density estimation in high-dimensional spaces 
leads to limitations in the saliency analysis of existing methods due to the high dimensionality and 
complexity of the distribution of image feature spaces. Although the current saliency metric based 

on global contrast analysis has better improvement than local contrast, the effect is still far from 
meeting the perceptual characteristics of human vision for images of complex scenes. Therefore, 

how to construct a reasonable saliency metric for the characteristics of multiple features of images 
is a key issue in the visual attention mechanism. 

( ). . ,ij ijs t X M i j=
                                                               (3) 
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Since video consists of many image frames, when the temporal correlation between video frames is 
not considered, the extraction of video static image features can theoretically be accomplished using 

conventional image feature extraction methods. Frame-based static features usually contain color 
features, texture features, shape features, etc. Color features can be extracted either from the whole 
image or from the divided image blocks, and the computational complexity of color features is low. 

Texture features are inherent visual features of the object surface, containing key information about 
the way the object surface is organized and related to the surrounding environment; for videos with 
more obvious texture information, texture features can provide an effective description of the 

characterized video content. Shape features can be extracted from the contours or regions of an 
object and are usually implemented as a histogram of the edge distribution after edge detection. 

The static features of the video can also be obtained after obtaining the feature representation of 
the image with the help of a deep learning framework without considering the temporal correlation 
between the video frames. 

 1 2, ,..., mUI UI UI UI=
                                               (6) 
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Under the Gaussian difference scale space, the scale extreme value points can be extracted by SIFT 
transform. The SIFT operator is insensitive to noise, rotation, scaling, and other deformation 
processing. The Gaussian differential function is used to identify potential points of interest according 

to the scale of the points of interest and the selection of invariant properties to detect the image 
locations on all scales and provide alternative locations for determining key points in the next step, 
as shown in Figure 2. 

The semantic similarity algorithm defines a formula for calculating the similarity between 
semantics based on an information-theoretic perspective, which achieves a better semantic similarity 

calculation. The existing image fusion frameworks are difficult to produce accurate and effective 
fusion results according to the actual needs of users, and there is a semantic gap between the user's 
needs and the image fusion process and the resulting fused images. In this paper, a concept-based 
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semantic annotation model is used to address the semantic similarity matching of image 
descriptions. The concept model can find semantically similar phrases based on the user's ideas and 
the intrinsic meaning of the query terms to achieve sanitization of the image fusion mechanism [1]. 

The model features matching based on the user's request for the image, even if the words in the 
user's request do not appear in the description of the image, but if both parties express the same 

concept and similar semantics. For example, although "Nanjing" and "Jiangsu Province" are not the 
same, there is a semantic affiliation between the two words. After the method can meet the semantic 
requirements of the user as much as possible, and improve the search rate and accuracy. 
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Figure 2: Hierarchy of image semantic fusion. 

 

The core idea of building a corresponding scene semantic tree for a scene is to use a tree structure 

to represent the semantic structure in that scene so that its root node contains all the training images 
of that scene, and the semantically annotated words at the root node also represent the semantic 
concepts that appear most frequently in that scene. The more unique semantic concepts in the scene 

appear at the leaf nodes, and accordingly, the images containing the semantics of these features 
are also clustered at the leaf nodes, and the scene semantic tree represents a continuous progressive 
semantic relationship from the root node to the leaf nodes. The construction of the scene semantic 

tree is based on the visual features of the images; therefore, the scene semantic tree contains both 
the connections between semantic concepts and the relationships between visual features. When 

image annotation is performed, the image to be annotated is first classified to a specific scene based 
on its visual features, and then a leaf node is accessed from the root of the scene semantic tree 
corresponding to that scene by iterative matching to obtain the annotation word corresponding to 

that path. 

3.2 Semantic Description Analysis of Digital Images of Printmaking Art 

The training learning process of the model is based on making full use of many training images to 
extract the visual features and semantic annotation information of the images, and then using the 
visual features of the images, the clustering of the images is divided to form a scene semantic tree, 

and the structure of the scene semantic tree represents the association of the visual features 
between the images. Each node in the scene semantic tree aggregates some images according to 
the visual features, and the annotated words of these images represent the semantics represented 

by the concept node, and the similarity between two concepts can be measured by the length of the 

http://www.cad-journal.net/


76 

 

Computer-Aided Design & Applications, 21(S2), 2024, 69-83 
© 2024 CAD Solutions, LLC, http://www.cad-journal.net 

 

 

path between the concept nodes. The shorter the path between two nodes, the closer the semantics 
are represented by the nodes, and the greater the similarity takes value. Conversely, the longer the 
path between two nodes, the greater the difference in semantics represented by the two nodes, and 

the smaller the similarity takes on a value. 

Although the forms of contemporary printmaking art are complex and varied, there is a constant 

factor behind it, namely its spiritual direction. In other words, art must keep up with the times and 
always point to an avant-garde spirit and attitude [19]. Artists need to adhere to the spirit of 
skepticism and criticism, make clear and accurate judgments about current phenomena in life, and 

reflect the contemporary spirit by shaping typical examples and images drawn from life through their 
artworks. Therefore, the value of printmaking works stems from the artist's expression of the times 

in which he or she lives. The development of printmaking art in contemporary times is divided into 
two main routes. One route is the exploration of printmaking art techniques and expressions, which 
in contemporary times is mainly reflected in the integration with other art forms. The other route is 

to serve the concept, the idea, which may be political, historical, or the artist's own. Contemporary 
printmaking is precisely the development of the linkage of the two routes, where the artist uses a 
highly personal artistic language and reflects the reality of social life and the themes of today's times 

through a multifaceted blend of creative techniques, as shown in Figure 3. 
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Figure 3: Relationship between the number and size of recommendation windows. 
 

The main reason for the intent gap is that people's demand for images and videos in the retrieval 
process is not only limited to the content level but also involves many complex factors, such as 
personal emotions, emotions expressed by images and videos, etc. The influence of these factors is 

not enough just by measuring images and videos semantically. As social networks become 
increasingly widespread, people are sharing increasingly happy and sad emotions, parental details, 

and information about clothing, food, housing, and transportation on social network platforms, and 
constantly interacting and updating this information on the network. For example, in the circle of 
friends, when users browse the status, pictures, and information posted by friends, the act of liking 

and commenting can directly reflect the personal information of users' interests; this personal 
information provides an effective way to analyze users' interests and habits and identify their 

intentions. At the same time, the dissemination of information in social networks follows a strong 
relational characteristic, and the user's interaction behavior in social networks can directly reflect 
the user's social relationship and other information; this information provides a reference for 

analyzing the user's interests and personal information through the user's social relationship. These 
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references help the retrieval system to reorder the images and videos obtained from the search to 
better match the user's retrieval intention. Therefore, how to use social information to identify users' 
interests, habits, etc., to better understand their retrieval intent is a very important research 

problem in the field of retrieval and recommendation. 

The rendered color images, digital keying target real values, and foreground object maps 

extracted based on the color images and digital keying target real values. The entire rendering 
dataset consists of 100 color images rendered from 100 3D foreground objects of various 
morphologies. Since the exact spatial coordinates of the 3D objects and the associated transparency 

properties are known during the rendering process, the alpha values at each pixel point can be easily 
obtained. To augment the data, the extracted foreground objects can also be used with various 

natural backgrounds and panned, rotated, and mirrored to form more new picture scenes. In this 
experiment, one of the 24 classes is selected as an unknown new class, and the other 23 classes 
are used as known classes. t is set to 60%, and 15% of the sub videos in the selected unknown 

class are used as input videos to test whether they can be recognized as unknown classes. As can 
be seen from Figure 4, almost all the classes selected as unknown classes can be identified, proving 
the ability of the method to identify unknown classes. The only exception in Figure 4 is when category 

3 is selected as an unknown category, it is identified as category 15, even though they are visually 
distinct. However, when the 15th category is selected as the unknown category, it can be correctly 

identified as the unknown category. This means that the 15th classifier can be used to distinguish 
the 3rd class from the other classes, while the 3rd classifier cannot be used to distinguish the 15th 
class from the other classes. 

In the CCWEB video dataset, many videos do not belong to any of these 24 categories, called 
category-free data. To demonstrate the capability of the proposed parallel 3D CNN in identifying 
whether the input videos belong to the existing categories, this method is tested using the category-

free videos as input. As shown in Figure 4, the recognition rate of the test videos selected from the 
24 categories reaches 93%, demonstrating the good performance of the model in video 

classification. Due to the complexity and diversity of the category-free videos, their recognition rate 
is not as high as that of the category videos, but it can be improved when more sub-videos of the 
same video are used. When T is 50%, the recognition rate is about 55%, and when T is 70%, the 

recognition rate reaches about 67%. Given that traditional classifiers cannot recognize unknown 
categories, this method has achieved relatively good performance in recognizing unknown categories 

of videos. 
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Figure 4: Identification of unknown categories. 
 

The output process is the printing of the processed images from the computer onto the substrate 
through digital media. In this process, the choice of output equipment directly affects the final output 
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effect [3]. At present, digital printmaking output is generally achieved by using an airbrush as the 
output device, and the ink used is generally water-based, because water-based ink has the 
characteristics of bright and stable ink color, strong adhesion, and low pollution. After many 

practices, it can be found that the type of substrate has a slight difference in the expressiveness of 
the picture, and the smoother the substrate, the brighter the color. However, the digital printmaking 

output belongs to the creation of artworks, which is different from the general printed matter. The 
artist conveys the artist's thoughts through the form and language of art, and uses the corresponding 
means and artwork presentation to complete a work of art, if this means can convey the artist's 

thoughts and is presented in the form and language of art, it should be a work of art. Therefore, out 
of consideration for the artistic value and artistic concept of digital prints, we must improve the 

quality of digital prints with the standard of painting art in the output technology of digital prints. 
Since the material involves art collection, we should try our best to avoid lowering the value of digital 
prints, so it is generally not recommended to use copperplate paper or photo paper as the substrate 

of digital prints, but water color paper and professional printmaking paper as the substrate of digital 
prints, to achieve the standard of art collection. 

4 ANALYSIS OF RESULTS 

4.1 Results of Semantic Description of Image Decomposition 

The important parameter that the algorithm in this paper needs to focus on is the scale of the division 

of the spatial pyramid. The impact of different division scales on the experiments should not be 
neglected. However, it also increases the time and space cost of the algorithm, and the division scale 
will not improve the classification accuracy but affect the accuracy of the algorithm after reaching a 

certain threshold. In the experiment, we examine the change of image checking rate when the scale 
level=1, level=2, and level=3 respectively, as in Figure 5. According to the experimental results, 
within a certain range of values, as the scale increases, it can indeed effectively improve the effect 

of image segmentation. But the segmentation accuracy of level=3 is closer to that of level=2, and 
the accuracy at both scales tends to be similar with the increase of image types. 

 

 

Figure 5: Comparison of image annotation accuracy. 
 

In this paper, we propose an image segmentation algorithm based on fuzzy clustering and spatial 
information, which combines the color histogram and spatial pyramid of an image to achieve the 
extraction of image color histogram information at different scales, prompting a more flexible 

classification and segmentation of image sub-blocks, and because the spatial pyramid itself contains 
the location information of image sub-blocks at each level, it greatly improves the accuracy of image 

http://www.cad-journal.net/


79 

 

Computer-Aided Design & Applications, 21(S2), 2024, 69-83 
© 2024 CAD Solutions, LLC, http://www.cad-journal.net 

 

 

segmentation. First, the method extracts the global color features of the image. Second, the image 
at each pyramid scale is divided into sub-blocks equally, and feature information is extracted from 
each sub-block, and the obtained feature vectors are interconnected. Next, based on the difference 

between the image sub-blocks and the surrounding adjacent image sub-blocks, the visually 
significant regions in the image are calculated and the significance of each sub-block is expressed 

numerically as the visual information weight of that sub-block in the joint feature vector; finally, the 
joint feature vector obtained by weighting reflects the information of the image sub-blocks is 
subjected to the clustering operation to obtain relatively good classification results, as shown in 

Figure 6. 

 

 

Figure 6: Accuracy comparison chart with other algorithms. 

 

Image semantic fusion algorithm based on semantic similarity and multi-feature fusion. In this 
paper, we propose an image semantic fusion algorithm based on semantic similarity and multi-

feature fusion, which fuses the semantic information of two images to obtain more comprehensive 
and accurate image information. Firstly, the global visual features of the two images are combined 
to classify them into corresponding scenes respectively. Secondly, determine whether the two 

images belong to the same scene. If they belong to different scenes, there is no semantic correlation 
between the two images, and the conclusion is directly given that the two images are not related; if 

they belong to the same scene, the semantically annotated words of each of the two images are 
further obtained and the semantic similarity between the two images is then obtained based on the 
annotated words. Finally, the result is given according to the similarity magnitude of the two images, 

combined with the queue value. If the similarity is less than the threshold value, the two images are 
judged to be disjoint; if the similarity is greater than the queue value, the two images are judged to 

be related and continue to select the top positions of their respective annotated words for clustering, 
and the clustering result is used as the fusion information of the two images. First, give me the 
method of calculating the similarity between semantic concepts to measure the difference between 

different semantics. Second, different features are assigned different weights according to their role 
in image differentiation, and their corresponding semantic annotated words are given the same 
weight. Third, in the same scene, there is partly common semantic information between the 
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annotated words of different images and different semantics that distinguish each other, especially 
the different semantic information weights should be higher, so that the obtained image semantic 
fusion results will be more comprehensive and complete. Fourth, FCM fuzzy clustering is used in the 

process of forming the final semantic annotated words, and many annotated word groups with 
redundancy are clustered by fuzzy clustering to retain the core annotated words among them, which 

improves the accuracy and completeness of the image annotation. 

4.2 Results of Semantic Description of Digital Images of Printmaking Art 

To make the experimental results more general, a variety of existing digital keying methods will be 

selected as the digital keying solver as a posterior. Together with the three-part segmentation maps 
drawn by volunteers or the cumulative label maps generated by the recurrent neural network-based 

interactive keying method proposed in this chapter, the digital keying prediction results are fed into 
the digital keying solver and the root means the square error is obtained with the target true value, 
as shown in Figure 7. 

In Figure 7, Tramp refers to the three-part segmentation map provided by the volunteers, Ideal 
refers to a locally optimal sequence i.e., the benchmark method mentioned above B1, and Proposed 
refers to a recommendation model based on recurrent neural networks utilized as proposed in this 

chapter. The plus sign is followed by a particular digital keying method. This experiment also 
compares the proposed recurrent neural network-based regional recommendation model with the 

locally optimal sequence, the user-drawn three-part segmentation map on the entire online standard 
digital keying dataset, and the average value on the last column of the dataset in Figure 7. The 
quantitative comparison in Figure 7 leads to the conclusion that: Despite the higher difficulty, 

challenging picture scenario for the digital keying task, the recommended region strategy based on 
recurrent neural networks proposed in this chapter still performs comparably to the manually drawn 
three-part segmented map and the local optimal sequence. 
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Figure 7: Prediction results obtained from the three-part segmentation map and the proposed model 
with different digital keying methods. 

 

Also considering that drawing a higher quality three-part segmentation map is extremely time-
consuming (at least 3 minutes) and obtaining the local optimal sequence requires repeated traversal 

of all possible regions (more than 1 hour) and reference to the true value of the digital keying target, 
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the region recommendation method model based on recurrent neural networks proposed in this 
research work takes only about 1 second to recommend a window, completes 20 region 
recommendations. The total time required to complete 20 region recommendations and complete 

the digital keying task is about 1 minute. In summary, the model of the interactive keying method 
based on the recurrent neural network proposed in this chapter has better performance overall, as 

shown in Figure 8. 
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Figure 8: Loss function performance comparison. 
 

Figure 8 shows the Triplet Loss comparison experimental data. This experimental condition is using 
void pyramid pooling + feature pyramid network + sample importance weights, and the 

experimental data is Pascal VOC2012, and the experimental results are shown by the average 
accuracy and 6-category segmentation accuracy in the table. It is hinted that the distance between 
classes of these 6 categories is small. From Figure 8, Triplet Loss improves the average precision 

and for all other 6 categories, which verifies the effectiveness of Triplet Loss as a loss function. In 
addition, Triplet Loss improves the model segmentation accuracy using both correlation and absolute 
value measures of sample feature distance, but as far as Figure 8 is concerned, the experimental 

results of Triplet Loss using correlation are slightly better than absolute value.  

5 CONCLUSION 

For the bottom-up mechanism, we propose a simple and effective computational model of visual 
attention mechanism to analyze the saliency information of images; visual words extracted on image 
sub-regions with higher saliency have higher weights; conversely, visual words extracted on regions 

with lower saliency have lower weights. For the top-down mechanism, the algorithm incorporates a 
supervised learning strategy based on the semantic category labels of the digital printmaking 
images, and the visual words are semantically weighted by counting the frequency of the visual 

words in each semantic category and then constructing a histogram of the frequency of category-
related visual words. Accordingly, a digital image of printmaking art can be represented as a 

semantic visual word occurrence frequency histogram feature based on visual saliency weighting 
and category correlation. Finally, a support vector machine classifier is used to implement a semantic 
visual word packet model based on a digital image classification algorithm for printmaking art digital 
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images on the constructed printmaking art digital image database. A digital image of printmaking 
art is decomposed into four parts: painting subject, inscription, white space, and seal. Then a series 
of unique color and texture features are extracted based on the visual and creative characteristics 

of each part. Finally, a multi-task joint sparse representation model is introduced to effectively fuse 
the features of the four parts and classify them. Experiments on a large set of digital images of 

printmaking art show that the proposed structural analysis algorithm in this paper can effectively 
perform structural decomposition of the painting images, and the performance of the classification 
strategy based on multi-task joint sparse representation outperforms that of the global-based 

classification method. 
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