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Abstract. With pre-trained bilingual word embedding (BWE) dictionaries, deep 
learning-based cross-language sentiment analysis models require text vector 
representations in both the source and target languages. This paper proposes a 

word vector sentiment feature representations-based cross-language text 
sentiment analysis method to address the challenge of hard-to-obtain BWE 

dictionaries. The technique explicitly introduces sentiment supervisory information 
to obtain word vector representations of the source language's sentiment 
perceptions. These representations of the word vectors consider both semantic and 

sentiment feature information and are used for cross-language text sentiment 
prediction. Chinese is the source language, and Japanese is the target language in 
cross-language sentiment analysis experiments. According to the experimental 

findings, the suggested model can increase prediction accuracy by roughly 9.3% 
and 8.7% compared to the cross-language sentiment analysis method without 

sentiment feature representation and the machine translation method. Given that 
Chinese and Japanese belong to the same language family and have similar syntax 
and semantics, the model performs best when used for cross-language sentiment 

analysis on Japanese, which is consistent with the experimental expectation. 
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1 INTRODUCTION 

With a long history and rich cultural traditions, China and Japan have never had greater 
cooperation or communication than they do now, especially in the modern era. However, because 
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of linguistic and cultural barriers, sentiment analysis can sometimes be exceedingly challenging. 
Previous approaches to cross-linguistic sentiment analysis have often relied on techniques such as 
machine translation, which have only sometimes yielded good results. New methods must be 

investigated to accurately convey the minute variations in sentiment expressions between China 
and Japan. 

In intercultural communication, the focus is more on the cultural differences concealed behind 
language than on developing communicative competence, primarily "linguistic competence." 
Cross-cultural communication emphasizes the individuality and distinctiveness of many cultures 

and their mutual integration and promotion. It is flexible rather than rigid, pluralistic rather than 
monolithic. Therefore, it is beneficial to the continued development of communication and culture 

between China and Japan to examine the influence of Sino-Japanese homonyms from this 
communicative perspective. 

Japanese words for "bed" and "floor" are easily misunderstood by Chinese learners who take 

after their mother tongue, literally translating the meaning to "book on bed." This makes 
communication between China and Japan much more challenging. Significant ambiguity in usage 
can also result from semantic differences. For example, the Chinese word "quiet" means "calm 

without noise" and can be used as a verb, adjective, or noun. Nevertheless, "quiet" is only a noun 
in Japanese and means "resting in illness.". 

Cross-linguistic sentiment analysis faces many challenges due to the semantic and cultural 
differences between languages. Because they need help capturing the expression of sentiment in 
various contexts, traditional approaches to sentiment analysis frequently find it challenging to deal 

with these differences. This problem stems from the cultural variations that underlie multiple 
languages, which lead to the reality that the exact words can convey drastically different emotional 
hues in various settings. Conventional methods for solving this issue typically involve direct or 

machine translation, which frequently needs to be revised to the intricacies of semantics and 
culture. 

Concurrently, the sentiment analysis model becomes more complex due to the presence of 
Chinese and Japanese homographs. Homographs may have different meanings in different 
languages but have the same form or spelling. Because the exact words can convey entirely 

different sentiments in two languages, homographs in sentiment analysis can result in false 
sentiment inferences. Deep learning models are expected to handle homographs better than 

traditional methods because they can learn richer semantic representations. There are some 
restrictions on how these issues can be addressed by current work. Traditional methods typically 
over-rely on grammatical constructions and literal word translations when addressing linguistic 

variations, ignoring the nuances of sentiment expressions. This renders inferences about sentiment 
in various contexts unclear. However, deep learning models have yet to be introduced for 
processing homographs to produce higher-level semantic representations. 

By introducing a deep learning model based on sentiment features, this study seeks to 
overcome these obstacles and more accurately capture the subtle differences between semantics 

and culture. The model will be better equipped to comprehend sentiment expressions and handle 
homographs by gaining deeper semantic representations by adding sentiment-supervised data. 
This method has the advantage of taking sentiment analysis between China and Japan more 

thoroughly and adaptable. It is also anticipated to offer fresh perspectives and answers for ongoing 
cross-linguistic sentiment analysis research. 

2 RELATED WORK 
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Sentiment analysis, a vital task in natural language processing, aims to determine the sentiment 
polarity of text. To address the increasing accuracy of sentiment classification algorithms, [10] 
suggests an integrated sentiment classification strategy that improves classification results on the 

Twitter dataset. This strategy is based on the majority voting principle of multiple classification 
methods, including simple Bayes, support vector machines (SVM) [19], bayesian networks [13], 

and C4.5 decision trees [6]. In the Twitter data set, the outcomes are superior. [9] shows that 
integrated learning is a workable approach for sentiment classification using five base classifiers. 
Most integration techniques used today are made for weak classifiers, as robust classifiers have 

already demonstrated superior performance in emotion classification tasks. As a result, applying 
robust classifiers to integrated learning and maximizing their benefits has emerged as a current 

area of intense research interest. [22] a sequential three-way decision (S3WC) cost-sensitive 
integration model for robust classifiers is suggested. Splitting the target into positive, negative, 
and boundary zones lowers the misclassification cost, and, as a result, the total cost is less than 

that of other integration combining techniques, like majority voting, weighted average, etc. 
However, isomorphic bases are not used in this procedure. However, the approach was not 
extended for experiments utilizing homogeneous and heterogeneous base classifiers. [4] The 

classification effect on the category fuzzy text is improved with the help of the three-way decision 
(3WD) method, which integrates CNN models and conventional machine learning techniques to 

classify the text twice. 

In conclusion, the shortcomings of current multivariate sentiment classification models based 
on integrated learning include poor performance on short text classification, high similarity of base 

classifiers, and failure to utilize each classifier's advantages fully. In this paper, we argue that five 
aspects can be used to assess the performance of the integrated learning algorithm: (1) How 
many different contexts can be learned, and whether the model can combine them; (2) If the 

attention mechanism in the model is present and if it is capable of focusing on highly feature 
vocabulary; (3) Whether or not the model can retain vocabulary and sequential information; (4) 

Whether there is a relationship between the base classifiers' weights and the classifiers' 
relationships; (5) Whether it can address the multivariate sentiment dataset's category imbalance 
issue. These five factors serve as the foundation for the model-building work in this paper. 

3 MODEL INTRODUCTION 

3.1 Overview of the Model  

Our paper presents an integrated learning model that utilizes heterogeneous classifiers. To achieve 
this, we first identify the fundamental position of base classifiers in the classification problem, and 
their effectiveness is a critical factor in determining the text classification outcome. We can 

enhance each other's strengths and achieve superior classification outcomes by simultaneously 
utilizing multiple classifiers that have already undergone classification training. The first sentiment 
classifier selected is the SelfAttention-BiLSTM model because it can extract text features with long-

distance dependence, self-attention can calculate feature importance to remove semantic 
information from the sentence, and essential information can appear in any position within the 

sentence.CNN is the second text sentiment classifier; it learns the constructive and semantic 
features of the text by utilizing varying sizes of convolutional kernels to extract different text 
features. Ingeniously, the third text sentiment classifier uses the entropy value within and between 

text categories to filter the largest feature subwords. It then combines this method with simple 
Bayes to classify the text to be organized. It uses fuzzy integration to determine the weight 
coefficients of each classifier on each text to be classified to maximize the use of the classifiers' 

classification results. Random undersampling and random oversampling techniques are applied to 
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the multivariate dataset to address the issue of category imbalance and optimize the model's 
classification performance. The first figure depicts the overall model. 
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Figure 1: General structure of the model in this piece. 

3.2 Self Attention ⁃ BiLSTM Model 

In the sentiment analysis task, the input sequence is temporal. By connecting the text's context 

and identifying the bidirectional semantic dependencies, BiLSTM can filter the data. To gather 
information from two opposing directions, BiLSTM builds two LSTM neural networks, which is more 
advantageous for recalling the intricate semantic expressions of the entire text and the lengthy 

dependencies between sentences. The BiLSTM model outperforms the LSTM model for 
classification in microblogging short text data, and both LSTM networks' pre- and post-BiLSTM 

structures are identical[2],[21],[1]. The forward computation of the memory unit of a single LSTM 
at time t governs the information transfer through the three types of gates that make up an LSTM: 
the input gate, forgetting gate, and output gate. 

The BiLSTM model can increase the learning of textual reverse semantics by connecting the 

output vector ℎ𝑡
⃗⃗  ⃗,  ℎ𝑡

⃖⃗ ⃗⃗⃗⃗  of the LSTM model in the forward and reverse directions as the output of 

BiLSTM at time t, i.e., the semantic relation 𝐵𝑡of the context, as shown in Equation (1): 

𝐵𝑡 = [ℎ𝑡
⃗⃗  ⃗, ℎ𝑡

⃖⃗ ⃗⃗ ]                                                          (1) 

For feature classification, BiLSTM considers the text's temporal information and combines it with 

the context; however, it is challenging to discern the relative importance of various words and 
produce fine-grained sentiment features. The Bi-LSTM model alone may not accurately obtain 
feature information for long sentences with numerous complex words, such as microblog text. The 

SelfAttention-BiLSTM algorithm is selected as one of the base classifiers to address this problem 
since the SelfAttention mechanism can focus enough attention on the critical information in the 
text. 

The nature of the self-attention mechanism function 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) can be described as a 

query of a series of key-value pairs (key-value) mapping, as shown in Equation (2)： 

𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
)𝑉                                           (2) 
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Where Q, K, and V are vector forms and 𝑄 ∈ ℝ𝑛×𝑑𝑘, 𝐾 ∈ ℝ𝑛×𝑑𝑘, 𝑉 ∈ ℝ𝑛×𝑑𝑘, 𝑑𝑘 denotes the dimension 

of Q, K .√𝑑𝑘acts as a regulator, controlling the inner products of Q and K to be not too large. Self-

attention mechanisms help readers understand how a text fits into a sequence. By adding these 
mechanisms at the word level, readers can also understand the significance of individual words in 

a text. First, feed the text word vectors into the BiLSTM. At each time step (O), the BiLSTM 
outputs the word vector sequence; at the final time step (H), it outputs the Hidden States. 

Equations (3) and (4) illustrate the calculation steps. The attention weight vector is set to 
Wattention, and the sentence vector (V) is computed using the attention mechanism. 

𝑊𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 = 𝑂 × 𝐻                                               (3) 

𝑉 = 𝑂 × 𝑊                                                (4) 

Following the acquisition of the sentence vector V, the fully connected layer and Softmax function 

output the likelihood that the text to be classified falls into each category. 

3.3 Basic Textual Information Entropy-Based Bayesian Model  

A probabilistic modeling algorithm based on statistics and the "full probability formula" is the Naive 

Bayes Classifier [8]. The algorithm for text classification views the relationships between words in 
a text as statistically independent, meaning that every dimension in each text's feature vector is 

independent of every other dimension. It's described as： 

Let 𝑥 = {𝑎1, 𝑎2, . . . ,  𝑎𝑚} be a text to be classified, each 𝑎𝑖 is a feature attribute of x, the set of 

categories 𝐶 = {𝑦1, 𝑦2, . . . , 𝑦𝑛}  Calculate (𝑃(𝑦1 ∣ 𝑥), 𝑃(𝑦2 ∣ 𝑥),⋯ , 𝑃(𝑦𝑛 ∣ 𝑥)) , so that 𝑃(𝑦𝑘 ∣ 𝑥) = 𝑚𝑎𝑥(𝑃(𝑦1 ∣

𝑥), 𝑃(𝑦2 ∣ 𝑥),⋯ , 𝑃(𝑦𝑛 ∣ 𝑥)) Calculate. It is necessary first to identify a set of items to be classified with 

a known classification—referred to as the training set—and then compute the data from the 
training set to estimate the conditional probability of each feature attribute under each category. 
Equation (5) shows the computation using the Bayes theorem and the assumption that each 

feature attribute is conditionally independent. 

𝑃(𝑦𝑖 ∣ 𝑥) =
𝑃(𝑥∣𝑦𝑖)

𝑝(𝑥)
                                                                         (5) 

Equation (6) illustrates how the maximum likelihood category of the text to be classified can be 

obtained by introducing the significant a posteriori probability from Equation (5)： 

                                     𝑃(𝑥 ∣ 𝑦𝑖)𝑃(𝑦𝑖) = 𝑃(𝑎1 ∣ 𝑦𝑖)𝑃(𝑎2 ∣ 𝑦𝑖)⋯𝑃(𝑎𝑚 ∣ 𝑦𝑖)𝑃(𝑦𝑖) = 𝑃(𝑦𝑖)∏ 𝑃𝑚
𝑗=1 (𝑎𝑗 ∣ 𝑦𝑖)       (6)                                                                                                

In this paper, a simple-text information entropy-based Bayesian algorithm is proposed. Text 

information entropy is first used to extract the highly featured and distinguishable sentiment words 
from the identified text. These words are combined with the plain Bayesian model to improve the 
text classification effect. 

The list of words with high differentiation ability for the critical incident corpus is obtained 
using text information entropy to determine a word's differentiation ability to text categories from 

two perspectives: intra-category and inter-category. Setting the text information entropy threshold 
yields the domain sentiment vocabulary; further judgment of the polarity and weighting of words 
with high distinguishing ability delivers the domain sentiment lexicon. The principle of text 

information entropy is based on information entropy. Information entropy is a quantitative index of 
the degree of uncertainty of information content in a system. Assuming that any probability event 
x occurs with the probability of generating n mutually independent results is𝑝(𝑥𝑖)(𝑖 = 1,2,⋯ , 𝑛), then 

the information entropy of event x, H(x), can be calculated according to formula (7): 

𝐻(𝑥)  = −∑𝑝 (𝑥𝑖) 𝑙𝑔(𝑝(𝑥𝑖))                                                                    (7) 
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The mathematical expectation of the amount of information contained in a probabilistic event is 
known as information entropy, as stated in Equation (7). Higher degrees of uncertainty about 
whether an event will result in a particular outcome suggests that there is less information 

contained in the event, which causes the information entropy 𝐻(𝑥) to decrease and vice versa. The 

following is the definition of the information entropy principle about the computation of a text's 

information entropy within and between categories. 

Suppose a corpus has K categories (𝑐1, 𝑐2, . . . , 𝑐𝑘)  of texts, each category contains N texts 

(𝑡1, 𝑡2, . . . , 𝑡𝑛), and the word w occurs (𝑔1, 𝑔2, . . . ,  𝑔𝑘) times in each category and (𝑠1, 𝑠2, . . . ,  𝑠𝑁) times in 

N samples within the category. 

Definition 1 The inter-category information entropy of words  𝐻1 (𝑤)  is mainly used to 

measure the ability of a word w to distinguish between categories among different categories. If 
the probability distribution of word w in each category is more uniform, the word cannot determine 

the category; if not, the ability to differentiate is more remarkable. The information entropy 
definition indicates that the information entropy value in Equation (8), which is determined in the 
following manner, should be inversely proportional to the size of information entropy between 

word categories: 

𝐻1(𝑤) = −
1

∑
𝑔𝑘
𝐺

𝐾
𝑘=1 𝑙𝑔

𝑔𝑘
𝐺

                                                                      (8) 

Where 
𝑔𝑘

𝐺
 denotes the probability distribution of word w across categories, and G is the number of 

occurrences of word w across categories, represented as 𝐺 = ∑ .𝐾
𝑘=1  

Definition 2: The intra-category information entropy of words 𝐻2(𝑤) is mainly used to measure 

the size of category differentiation ability of word w from within the same category. A more 
uniform probability distribution of the word w within a category, in contrast to the inter-category 

information entropy of words, indicates that the word has a more remarkable ability to 
discriminate between categories; otherwise, it has a lesser ability to discriminate. The value of 
information entropy in Equation (9), which is determined as follows, is proportional to the 

magnitude of information entropy within word categories：  

𝐻2(𝑤) = −∑
𝑠𝑛

𝑆
𝑁
𝑛=1 𝑙𝑔

𝑠𝑛

𝑆
                                                                         (9) 

Where 
𝑠𝑛

𝑆
 denotes the probability distribution of the word w in a category 𝑐𝑘 , and S is the total 

number of occurrences of the word w within the category, denoted 𝑆 = ∑ 𝑆𝑛
𝑁
𝑛=1 . 

Definition 3 Textual information entropy 𝐻𝐸(𝑤) Combining Eq. (8) and Eq. (9), the definition 

𝐻𝐸(𝑤) of the textual information entropy of word w is obtained. The vocabulary set with high 

category differentiation ability can be acquired according to the size of the textual information 
entropy value. 

𝐻𝐸(𝑤) = 𝐻1(𝑊) + 𝐻2(𝑊)                                                               (10) 

It is evident from the analyses above that the computation design and the definition of text 
information entropy are appropriate for determining how much n-gram subwords contribute to text 

category differentiation. The set of emotion words with high category differentiation ability can be 
obtained by filtering out the subwords that contribute little to category differentiation. Then, using 

simple Bayes, the probability of each category to which the text needs to be classified is jointly 
obtained, allowing the text's category to be determined. Fig. 2 displays the overall model 
framework. 
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Figure 2: Basic Bayesian model based on entropy of textual information. 

3.4 Converting Word Vector Space in Source and Target Languages 

The Wasserstein distance is used in the paper instead of the JS scatter distance calculation 
primarily because of its more stable performance in hyperparameter selection. The model in this 

paper aims to minimize the JS scatter distance between the word vector distributions in the source 
and target languages[18],[17],[14]. Consequently, to calculate the separation between the source 
language word vector distribution and the generator, the Wasserstein distance is employed , 

and 𝑝𝑑 is the word vector distribution in the target language, wto minimize𝑊𝑎𝑠𝑠𝑒𝑟𝑠𝑡𝑒𝑖𝑛(𝑝𝑠 ,  𝑝𝑑𝑓). 
The language discriminator D is a binary classifier that takes 𝑔(𝒆𝑑)  as an input. It outputs a 

discriminator to determine whether it is from the target or the source language. 

Back-propagation neural networks G and D are optimized through mutual game learning, 

generative adversarial training, iterative gradient updating, and Adam-based optimization. The 
iteration ends when generator G successfully converts the target language's word vector space to 
the source language's word vector space, and a trained discriminator D cannot distinguish between 

the target language and the source language in the word vector distribution that generator G 
converted. 

The cross-entropy loss function defines the discriminator and generator loss functions. 

Equation (11) shows the loss function of the generator. 

𝐿𝐺 = − 𝑙𝑜𝑔 (𝐷 (𝑔(𝒆𝑑)))                                          (11) 

𝐷 (𝑔(𝒆𝑑)) denotes the probability that the discriminator will discriminate the word vector converted 

by the generator as the source language. Equation (12) illustrates the discriminator's loss function, 
distinguishing between the conversion of source and target language vectors. 

𝐿𝐷 = − 𝑙𝑜𝑔(𝐷(𝒆𝑠)) − 𝑙𝑜𝑔 (1 − 𝐷 (𝑔(𝒆𝑑)))                           (12) 

This paper implements language generator G using Deep Averaging Network (DAN) and CNN, 
respectively; DAN has a faster convergence time than CNN. A multilayer perceptron with several 
hidden layers of 1 is selected for the language discriminator D. 

3.5 Cross-Language Emotion Discrimination 
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To distinguish the sentiment polarity of the output, the sentiment classifier is trained on the 
annotated text of the source language and then fed the text of the target language represented in 
the same semantic space. This is done using the source and target languages' word vector 

representations in the same semantic space. 

The mean of all word vectors in the document is the same for the vectors of the text in the 

source and target languages. When both source and target language document vectors are 

present in the same space, they are consistently represented as 𝑑�̃�, and 𝑑�̃�is input to the Softmax 

layer of the sentiment classifier to output the predicted sentiment polarity. 

For the sentiment classifier, the objective is to minimize the distance y between the sentiment 
prediction �̂�(𝑦 ∣ 𝑑𝑒) and the actual value of the target language document, with a loss function as 

shown in Equation (13). 

𝐿𝑝 = −
1

𝑁′
∑ ∑ 𝑦𝑦∈{1,−1}

𝑁′

𝑘=1 𝑙𝑜𝑔(�̂�(𝑦 ∣  𝑑𝑒))                                 (13) 

In cross-language sentiment analysis, the sentiment polarity discrimination and the target 
language's word vector space transformation are handled as one cohesive unit. To maximize the 

target language's feature semantic extraction during training, the discriminative outputs of the 
language discriminator D and the sentiment classifier are simultaneously fed back to the language 
generator G. Equation (14) illustrates the definition of the language generator G's loss function, 

which is achieved by adjusting a hyperparameter λ to balance the effects of the two. 

𝐿 = 𝐿𝑝 + 𝜆𝐿𝐺                                                   (14) 

4 RESULTS 

This experiment, which compared five different algorithms to confirm the efficacy of the proposed 
Senti_Aware model for cross-language sentiment analysis based on sentiment feature 
representations targeting other languages, used annotated Chinese text as the source language 

and Japanese as the target language. The five opposed algorithms are： 

1. The upper bound method (hereafter referred to as Upper) for sentiment prediction in a 

single language works by first training a sentiment classification model with annotated document 
data in the target language (Chinese or Japanese) and then directly predicting the unlabeled 

documents in the target language using the trained model. The upper method chooses the Support 
Vector Machine (SVM) classification model. The upper method selects the Support Vector Machine 
(SVM) model as the classification model. SVM performs better in sentiment classification than 

algorithms like Random Forest and Simple Bayes[15],[20]. 

2. Google Machine Translation Engine is a machine translation tool that translates text from 

one language to another. Using the annotated source language corpus, the SVM sentiment 
classifier model is trained and predicts the translated source language text. 

3. The Bi_W2V model has the same cross-lingual joint feature extraction and sentiment 

classification prediction modules as the Senti_Aware model, with identical parameter settings. The 
source and target language vectors are obtained using Word2Vec rather than the sentiment-aware 
source-language word vectors. 

4.Word2Vec word vector representations of the source and target languages are replaced with 
randomly generated word vector representations in the Bi_random model, which has the same 

model and parameter settings as the Bi_W2V model. 

5. CLCDSA model: [11] proposes an unsupervised Cross-Lingual Cross-Domain Sentiment 
Analysis (CLCDSA) model based on encoder-decoder, which uses a lot of unlabeled target 

http://www.cad-journal.net/


134 

 

Computer-Aided Design & Applications, 21(S20), 2024, 126-142 
© 2024 U-turn Press LLC, http://www.cad-journal.net 

 

 

language data and annotated source language data to predict textual sentiment within or between 
languages. The CLCDSA model [11] predicts cross-lingual cross-domain or cross-language cross-
domain textual sentiment by utilizing annotated source language data and a substantial amount of 

unlabeled target language data. In the experiment, CLCDSA uses the same dataset as the 
suggested model, with no division of the data into domains (e.g., belonging to DVDs, books, or 

music), and all texts in the dataset input as the same domain. The experimental parameters are 
the same as those found in the literature [7]: the language discriminator uses a 3-layer multilayer 
perceptron, the language model uses the AWD-LSTM model [5], and there are 150 hidden units in 

each layer. The dropout rate is set to 0.5. 

4.1 Experimental Data Set 

Three datasets with six different target languages were chosen for the experiment because no 
dataset can provide cross-language sentiment evaluation data in more than five languages. This 
will allow us to test the suggested model's generalization performance across various datasets and 

languages. Additionally, this is the first time a cross-lingual sentiment analysis study has chosen 
more than five languages for experimental evaluation. 

Among them, the multilingual dataset of product reviews on Amazon.com [16] is where the 

Chinese and Japanese data in the source and target languages are sourced from. For each 
language, there are 10,000 labeled data points, representing the product ratings of 1, 2, 4, and 5 

stars, with a higher rating denoted by a more considerable star value. Reviews with three stars or 
more are classified as positive in the experiment, while reviews with fewer stars are classified as 
harmful. The dataset parameters for each language are shown in Table 1. 

Languages Annotation situation 
Marked Unmarked 

Source language Chinese 10000 105200 
Target language Japanese 10000 258470 

 

Table 1: Parameters of the experimental data set. 

The target language's annotated data is only used to validate the effectiveness of the cross-
language sentiment analysis; 10,000 pieces of data are used to be predicted for the Japanese 

language, and 80,000 pieces of data are used as the data to be expected for the Thai language. 
The Chinese source language uses 5,000 pieces of annotated data as training and 5,000 pieces of 

test data. The proposed model does not need to train on the target language's annotated data. A 
significant amount of unlabeled data is also included in Chinese and Japanese. These unlabeled 
and labeled data are fed into the CLCDSA model, which is trained to produce binary-coded files for 

Chinese and Japanese. 

4.2 Experimental Parameter Settings 

The experiment's primary parameters are as indicated in Table 2. The word embedding vector has 

dimensions of 60 and 200, a batch size of 50, an epoch of 30, and a learning rate 5×10-4. With 
the hyperparameter λ set to 0.01, the sentiment classifier's discriminative output influences the 

language generator more than the language discriminator's output. The value of the 
hyperparameter λ is 0.01. 

Parameter Value 
Word vector dimension 60/200 

Batch size  60 
Epoch 40 
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Learning rate 5×10-4 
𝜆 0.01 

Dropout 0.25 
 

Table 2: Experimental main parameter settings. 

4.3 Experimental Evaluation Indicators 

𝐹1-value (𝐹1-measure) the evaluation metric for sentiment classification prediction, is accuracy 

(Accuracy). The confusion matrix for the sentiment prediction binary classification problem is 

shown in Table 3. 

Among them, TP indicates that the model predicts the number of positive outcomes and the 

actual sentiment label of the document is positive; FP suggests that the model predicts the 
number of positive results despite the actual label of the document being negative; FN indicates 
that the document's actual label is positive even though the model predicts the number of negative 

results; TN suggests that the document's accurate label is negative even though the model also 
indicates the number of negative consequences. 

Discriminant results Actual category 
Active Negative 

Active TP FP 
Negative FN TN 

 
Table 3: Dichotomous confusion matrix. 

According to Table 3, the accuracy rate is calculated as shown in (15) 

 accuracy =
TP+TN

TP+FP+FN+TN
                                  (15) 

Precision and recall are computed as shown in (16). 

 Precision =
TP

TP+FP
Recall =

TP

TP+FN
                                      (16) 

 

The 𝐹1 value is used as a combined evaluation metric for precision and recall and is calculated as 

shown in (17). 

𝐹1 =
2× precision × recall 

 precision + recall 
                                                     (17) 

 

4.4 Analysis of Experimental Results 

Table 4 shows the cross-lingual sentiment classification prediction results with Chinese as the 
source language and Japanese as the target language. Table 4 displays the 𝐹1 values and optimal 

prediction accuracies for every target language. The suboptimal values are indicated by 
underlining. The suggested model uses CNN and DAN as the linguistic generators for joint feature 

extraction in the source and target languages, respectively, and sets the dimension of word 
vectors in the experiments in Table 4 to 50 dimensions, with α set at 0.8. The following sections 
will address the effects on the experimental results of changing the word vector dimension size, α 

value, and whether to use the pre-trained BWE lexicon as the joint feature extractor. 

The quality, quantity, and degree of data preprocessing all impact how well sentiment 

prediction performs across various cross-language pairs. Sentiment tendency can be expressed 
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more clearly in specific language datasets, which is advantageous for sentiment prediction. In 
contrast, sentiment tendency can be expressed more subtly in other language datasets, which is 
unfavorable for sentiment prediction. This is demonstrated by the fact that different languages 

exhibit different sentiment prediction performance levels for the upper method. It is essential to 
perform both vertical comparison—that is, evaluating the performance advantages and 

disadvantages of various algorithms by comparing their cross-language prediction performance in 
the same language—and horizontal comparison—that is, assess the cross-language prediction 
performance of the same algorithm in various languages—when it comes to cross-language 

sentiment prediction. 

Method Japanese Chinese 
Accuracy 𝐹1 value Accuracy 𝐹1 value 

Upper method 0.768 0.754 0.795 0.716 
Machine translation 0.648 0.657 0.632 0.688 

Bi_random 0.586 0.5582 0.568 0.678 
Bi_W2V 0.536 0.589 0.267 0.658 

Senti_Aware (DAN) 0.655 0.642 0.653 0.724 
Senti_Aware (CNN) 0.665 0.712 0.714 0.745 

CLCDSA 0.656 0.714 0.648 0.658 
 

Table 4: Chinese is the source language, and japanese is the target language for cross-language 
affective predictions. 

The experimental results in Table 4 demonstrate that the proposed model performs better for 
cross-language sentiment analysis in Chinese and Japanese than the machine translation-based 

Bi_random and Bi_W2V methods. This confirms the efficacy of the cross-language text sentiment 
analysis method based on the representation of sentiment features. The upper method gives the 
cross-language sentiment prediction and classification performance upper bound that the model 

can attain. As can be seen, the suggested Senti_Aware (DAN) model's accuracy and F1 value in 
Japanese are 0.812 and 0.840, respectively, comparable to the Upper method's 0.854 and 0.856, 
respectively. 

When comparing the various languages, it becomes more evident that Japanese has superior 
affective features. Chinese performs the best in the cross-language emotion classification of 

Chinese-Japanese language pairs, which aligns with the experimental expectation. Chinese and 
Japanese belong to the same language family, and while Chinese is closer to French in vocabulary, 
it is closer to Japanese in grammar and phonology. 

Examine the effects of creating Word2Vec word vectors on cross-lingual sentiment analysis. 
Comparing the performance of Bi_random and Bi_W2V in various languages shows that Bi_W2V 

does not significantly outperform Bi_random. This suggests that, compared to randomly generated 
word vector representations, using Word2Vec to generate independent word vector spaces for the 
source and target languages does not significantly improve cross-language sentiment 

categorization prediction. Instead, it is more crucial to figure out how to map the two independent 
word vector spaces to the same semantic space. This demonstrates even more how vital it is to 
use deep learning models to learn and migrate two languages' word vector feature spaces when 

doing cross-lingual sentiment analysis. 

The Bi_W2V algorithm outperforms the machine translation-based method regarding cross-

language sentiment prediction in Chinese, Japanese, and French. Implementing machine 
translation in the experimental process necessitates splitting the dataset into multiple parts, 
translating each separately, and then merging them, which takes much time for translation and 
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data processing. The existing translation engine API interface cannot support text translations 
longer than 5,000 words. The Bi_W2V algorithm performs better than this because it uses 
Word2Vec to generate word vectors and then performs cross-language sentiment extraction and 

prediction. This demonstrates that the deep learning-based approach has clear advantages over 
the machine translation-based approach for cross-lingual sentiment prediction and that this is 

where cross-lingual sentiment analysis is headed in the future. 

Examine and contrast how various feature extraction networks impact the suggested model. 
The experiments employ CNN and DAN as feature extraction networks, respectively, and it is 

discovered that while the feature extraction network is changed, Senti_Aware's performance varies 
but remains essentially constant. Senti_Aware (DAN) and Senti_Aware (CNN) continue to have 

clear advantages over other comparison algorithms, demonstrating the model's usefulness for 
cross-lingual sentiment analysis tasks. According to the experimental results, the model's accuracy 
can increase by 0.6% to 1% by switching from the DAN feature extraction network to the CNN 

feature network. The average accuracy is also slightly higher when using the CNN feature network. 
Throughout the training phase, CNN has a slower convergence speed than DAN. For instance, the 
Senti_Aware based on the DAN feature extraction network takes approximately 6 minutes and 11 

seconds. In comparison, the Senti_Aware based on the CNN feature extraction network takes 
about 12 minutes and 3 seconds, respectively, for the Thai dataset text prediction when the same 

dataset and the same experimental settings are run on a Tesla V100 GPU server with 31GB of 
memory. The CLCDSA model takes forty-two minutes and fifty seconds. 

4.5 Examination of Variables Influencing Sentiment Analysis Across Languages 

The variables influencing the cross-language sentiment analysis model are covered in this section, 
with particular attention paid to the effects of various alpha values, word vector dimensions, and 
the model's use of a pre-trained BWE lexicon. The target language for the analysis is Japanese, 

and the comparative analysis's findings on several other languages are comparable but aren't 
listed because of space restrictions. 

4.5.1 The Impact of Alpha Values on Sentiment Analysis Across Languages 

The representation ability of word embeddings will be affected by the size of the α value during the 
training process of word embeddings that incorporate emotional semantics. The Japanese dataset 

is selected to investigate the effects of varying α values with a step size of 0.1, as the classification 
effect performs optimally on this dataset. Fig. 3 displays the experimental results. 

 

Figure 3: Differing α the influence of values on sentiment classification across languages. 
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Figure 3 illustrates that the classification accuracy rate can reach 0.794 when α is 0.1, at which 
point the weight of emotional information at the document level is at its highest; the classification 
accuracy rate gradually decreases when α gradually increases; the accuracy rate is at its lowest 

when α is 0.5. When this happens, the emotional information weights at the word and document 
levels are equal. When the value of α continues to rise, the weight of dynamic information at the 

word level is greater than that of emotional information at the document level. When the value of 
α is 0.9, the classification accuracy rate increases and reaches its maximum accuracy rate of 
0.812. 

The experimental findings demonstrate the superior independent supervision of word- and 
document-level sentiment information. However, when the two weights are close to one another, 

the sentiment information is used less frequently, which impacts the word embedding 
representation effect and lowers the accuracy of cross-linguistic sentiment classification. 

4.5.2 The Impact of Word Vector Dimensionality on Sentiment Analysis Across Languages 

To examine the impact of word vector dimensions on cross-lingual sentiment analysis, the 
experiments in this section set the word vector dimensions to 50, 100, and 150 dimensions, 
respectively. The dimension of word vectors has a specific effect on their ability to represent the 

semantics of words. Table 5 displays the experimental results. The experiment still uses the 
Japanese dataset, and DAN is chosen for the feature extraction network. 

Method 50 dimensions 100 dimensions 150 dimensions 
Accuracy 𝐹1 value Accuracy 𝐹1 value Accuracy 𝐹1 value 

Upper method 0.865 0.855 - - - - 
Machine translation 0.725 0.720 - - - - 

Bi_random 0.565 0.712 0.568 0.642 0.556 0.708 
Bi_W2V 0.724 0.712 0.745 0.755 0.726 0.788 

Senti_Aware 0.588 0.654 0.685 0.721 0.716 0.784 
CLCDSA 0.813 0.845 0.745 0.756 0.788 0.685 

 
Table 5: Word vector dimensions' impact on sentiment analysis across languages. 

The experimental results show that the improvement is most noticeable when the word vector 

dimension increases to 100 dimensions. At this point, the classification accuracy of the Bi_random 
method using only random word embedding can reach 0.568, and the F1 value is 0.642. It 

demonstrates that the larger dimension of word vectors can represent more information and have 
a better effect when using the Bi_random method with random initialization of text vectors. The 
highest F1 value of 0.745 and the highest accuracy of 0.716 are obtained when the word vector 

reaches 100 and 150 dimensions, respectively, when the Bi_W2V method is applied. The accuracy 
is marginally improved by increasing the word vector dimension. 

Changing the word vector's dimension size does not seem to improve the classification 
accuracy for the Senti__Aware method; at 50 dimensions, it can already integrate emotional-
semantic information well; the highest accuracy is 0.588, and the F1 value is 0.654, both of which 

are highly stable[12],[3]. 

4.6 Examination of Word-Vector Representations Visually 

In this section, we compare the word vector representations obtained from the Senti_Aware and 

Word2Vec models using the visualization method to analyze from the linguistic and semantic point 
of view that the word vector representation based on the sentiment features of the source 

language can better take into account the information of the semantic and sentiment features of 
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the words compared with Word2Vec. The word vector representations are reduced in 
dimensionality using the principal component analysis (PCA) method, which ultimately outputs 
them in the two-dimensional plane. The word vector representations obtained by Word2Vec or 

Senti_Aware are 50-dimensional high-dimensional vectors, which cannot be visualized in the 2D 
plane. When high-dimensional data is being dimensionality reduced, A is frequently used to extract 

and map the critical feature components of the high-dimensional data to the low-dimensional 
plane. 

The 2D planar visualization outputs of two sets of words under the Word2Vec and Senti_Aware 

word vector representations, respectively, are displayed in Figures 4 and 5. A restricted set of 
words was selected as examples for the experiment so that the outcomes of the visualized 

representations could be observed with clarity. Based on PCA dimensionality reduction, each point 
in the figure represents the 2D plane embedding result of a word's high-dimensional word vectors; 
the closer two points are in the 2D plane, the closer their word vectors are. The word vector 

representation of Senti_Aware is on the right side of the figure, and that of Word2Vec is on the 
left. 

 

Figure 4: An illustration of senti-aware word vector representation using word2vec. 

 

Figure 5: Example 2: Senti-aware word vector representation using word2vec. 
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A set of words, including "good, delicious, hate, bad, exciting, happy," and "beautiful," are 
visualized in a 2D plane in Figure 4. The terms "good, delicious, hate, bad, exciting, happy," and 
"beautiful" are rendered in two dimensions. These words' emotional polarity is apparent, and it is 

clear that Senti_Aware's word vector representation considers these emotional qualities and can 
discern between words with various emotional polarities. For instance, the negative sentiment 

polarity words "hate" and "bad" are grouped, whereas the positive words "good" and "delicious" 
are closer to one another. When comparing the Word2Vec word vector representations, it is 
evident that the terms "happy, bad," and "beautiful" are grouped together and ineffectively 

differentiated. Because the terms "happy," wrong," and "beautiful" are grouped, it is difficult to 
discern between them in terms of their emotional polarity. 

A few words that are semantically closer are added, such as "dog, cat," and "bird," based on 
Fig. 4. A few words are randomly eliminated, and the visualization results are displayed in Fig. 5. 
As can be observed, the Word2Vec model performs better in semantic representation and can 

cluster semantically similar words such as "dog, cat," and "bird." Semantically similar words like 
"dog, cat," and "bird" can be combined, but words like "hate" and "exciting" still overlap. As a 
word with a negative emotion polarity, "hate" has a clear semantic distance from other words in 

the Senti_Aware word vector representation, which can still distinguish word emotion polarity. 

5 CONCLUSION 

This paper presents a novel cross-language text sentiment analysis approach based on word 
vector sentiment feature representations. This method solves the challenge of obtaining a BWE 
lexicon for deep learning-based cross-language sentiment analysis. It achieves cross-language 

sentiment polarity prediction from Chinese to other target languages. To get the word vector 
representation of the sentiment perception of the source language, the proposed method 
incorporates the sentiment supervisory information of the language into the cross-language 

sentiment analysis model. This allows the word vector representation to consider semantic and 
sentiment data, enhancing the sentiment prediction performance. The experiments use the 

unlabeled text in the target languages (Chinese and Japanese) as the source language for 
sentiment polarity prediction and the annotated text data in Chinese as the source language. 
Developing cross-cultural deep learning models for sentiment analysis between Chinese and 

Japanese is a complex yet rewarding endeavor. By bridging linguistic and cultural gaps, these 
models aim to capture sentimental nuances across two distinct languages accurately. 
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