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Abstract. To improve the end-side computing power of terminal equipment and 

promote its intelligence, it is necessary to improve the computing power combined 
with field-level AI reasoning technology. This paper focuses on the optimal 

deployment of the service function chain under cloud and fog collaborative 
architecture. Aiming at the problem that the traditional deployment scheme in a 
cloud computing environment makes it challenging to handle delay-sensitive 

requests, a corresponding solution is designed, and a complete service function chain 
deployment mechanism is realized. This mechanism is closely integrated with an 

intelligent identification network, which uses network function virtualization 
technology to decouple service functions and hardware devices. Moreover, this paper 
uses data simulation experiments to verify the computing power of the proposed 

model. From the experimental analysis, the improvement effect of the model 
presented in this paper is remarkable. 
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1 INTRODUCTION 

Due to the lack of flexibility in traditional network architecture, deploying dedicated hardware devices 

(such as firewalls, deep packet detection, etc.) is necessary to provide services. Device providers 
provide these reliable hardware devices to service providers with specific hardware platforms and 
software services. Therefore, once they are deployed, the network functions are tightly coupled with 

dedicated hardware devices, the scalability is limited, and the subsequent integration will be subject 
to the device provider [1]. 
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To deploy the updated solution, it is necessary to physically modify the hardware, which brings 
the most significant disadvantages of long device update times, increased operating costs, and 
complex management [10]. In addition, internet services are provided by multiple service providers, 

and modifying or adopting a new architecture requires consensus among relevant service providers, 
which is extremely difficult and can seriously hinder the innovation of the network. In this context, 

network virtualization has become one of the hot topics of expert research to meet the needs of 
future networks. Network virtualization can abstract and integrate the underlying resources of the 
network, forming a unified resource pool[16]. Software is used to achieve changes in network 

requests, allocate reasonably available resources externally, improve resource utilization, and meet 
resource sharing. This enables a physical network to support multiple virtual networks with different 

topologies. Due to the development of virtualization technology and the rapid expansion of network 
services, Software Defined Networks (SDN) and network function virtualization (NFV) have become 
technologies with excellent development prospects, and their flexible and efficient characteristics 

meet the network support requirements under the current environment[3]. Each network element 
device in traditional networks implements two functions: logical control and data forwarding. Each 
network element device exchanges information through protocols to obtain network topology and 

plan forwarding paths[4]. 

The emergence of low-power, wide-area Internet of Things technology enables IoT devices to be 

directly connected to corresponding base stations through LoRa, NB IoT, or eMCT technology, 
achieving long-distance communication. Compared to traditional Wi-Fi, Bluetooth, and ZigBee, low-
power, wide-area Internet of Things has more advantages. However, in the current wireless vast 

area of the Internet of Things, most terminal devices can only be connected to the network through 
one of LoRa, NB IoT, eMCT, or GPRS technologies, which makes the network access method for IoT 
terminals single, causing mobile IoT services to be unable to switch networks based on business 

characteristics [19] dynamically. However, in the mobile Internet of Things context, wireless 
networks with different communication technologies coexist for a long time, and various wireless 

networks overlap and blend to form heterogeneous wireless networks. To leverage the characteristics 
and advantages of other communication technologies and switch in real-time according to user 
needs, designing an intelligent heterogeneous network fusion solution has become a public demand 

[13]. However, because different international institutions and organizations develop different types 
of wireless communication networks, it isn't easy to integrate various wide-area communication 

networks. Achieving heterogeneous network integration has become an essential topic in 
communication technology research. Currently, there are many solutions for heterogeneous network 
integration. The current practical scheme uses heterogeneous network integrated access terminals 

in different wireless networks to realize the interconnection between wireless wide-area 
networks[18]. When- heterogeneous network convergence is used to recognize the interconnection 
between wireless wide area networks, how to ensure that IoT devices are always in the optimal 

network has become a key research topic, which means that under the condition of multiple network 
coverage, the optimal network should be dynamically selected for access according to the terminal 

characteristics, network characteristics, business characteristics, and user preferences in 
heterogeneous networks so that wireless resources can be used more efficiently. Completely stable 
access to devices in mobile IoT scenarios [5] 

Literature [2] proposes a decision model based on the Markov chain to judge the network state 
of the next moment to determine the best access network for users. Literature [9] proposes a 
decision model based on fuzzy neural networks that adaptively adjusts network selection parameters 

through output errors and continuously learns to meet the needs of users and services. Literature 
[7] proposes a network selection algorithm based on a utility function model. Balancing the price and 

network parameters allows users to allocate the best resources while the operator improves the 
maximum revenue. The literature [8] proposes a network selection algorithm based on the game 
theory model that can obtain the best price and bandwidth strategies through the game theory 
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between the user and the operator or choose multi-attribute network selection algorithms. Reference 
[12] proposes a low-power comprehensive gateway for the vast area of the Internet of Things that 
uses LoRa, NB IoT, and eMTC methods for network selection and connection. By designing a multi-

attribute decision model that combines multilevel analysis and approximate ideal solution sorting, 
network selection for the vast area of the Internet of Things in a single scenario is carried out. 

Reference [14] also proposed combining two multi-attribute decision-making methods for 
heterogeneous wireless network selection between UMTS, WiMAX, and WLAN networks. Faced with 
the rapid development of the Wide Area Internet of Things, there have also been many studies on 

heterogeneous communication network fusion both domestically and internationally, mainly focusing 
on data fusion on the server side, communication fusion at the gateway base station, or network 

fusion on the terminal side. 

Network awareness technology is one of the important research directions in networks under the 
current Internet [6]. Obtaining underlying network topology information through the application layer 

takes time and effort to achieve network awareness and application. Designing a logical network 
structure based on the application layer and physical network, which can perceive and obtain 
underlying details, not only plays a buffering role in getting the topology information of underlying 

network nodes but also reduces network resource consumption during transmission. It provides more 
efficient support for uploading information on the underlying physical state of the network and 

obtaining information on the upper application layer. In the research of network awareness methods, 
the application of network coordinate systems is one of the typical methods. The basic idea is to map 
the network into geometric space, where the nodes correspond to the coordinate position nodes in 

space. By one-to-one mapping, the logical space coordinates are converted into specific network 
coordinates when calculating the actual node coordinates of the network. This coordinate method 
has been widely applied to obtain network node information [20]. The idea of the virtual coordinate 

method [17] is to calculate the coordinates of network topology nodes through the relative 
coordinates in the logical matrix mapped by network nodes. The relative coordinates are obtained 

through the distance between spatial coordinate nodes. Use vectors to label and calculate the 
distance between nodes, and the vector information is recorded using binary sets, where the 
dimension information of the vector represents the number of current coordinate nodes. Vivaldi [15] 

is a lightweight and convenient method for calculating network coordinates. The distance between 
the coordinate nodes in the network is used to record their transmission delay, and the coordinate 

distance of the current node can be calculated by using the delay size of its adjacent nodes. 
Correspondingly, when the distance between two nodes is known, the distance can also be used to 
infer the delay between nodes. During the entire process, only a small amount of node information 

is needed to obtain the connection status of the whole network. This method can be easily and quickly 
deployed for large-scale network transmission. 

Similarly, using vector information between nodes, the distance between nodes is obtained by 

setting input and output vectors for each node and calculating the inner product of the two vectors. 
The premise of this method is that the node vector information is linearly correlated, and when the 

correlation decreases, the measurement accuracy of this method will also decrease. Using RTT as a 
metric condition, the load-based network perception coordinates method constructs a perception 
network structure by utilizing node perception information (distance, delay, etc.) and link load. This 

method not only achieves network awareness to obtain information but also meets its requirements 
for accuracy and efficiency. The non-coordinate system method generally measures the distance 
information of some nodes in the network directly and then predicts the distance information of other 

nodes based on this information. This method does not use any coordinate information in the 
calculation process. The IDMaps [11] algorithm sets up tracking nodes in the network, applies them 

to network node information detection, uses network nodes and tracking nodes to detect distance 
from each other, and stores the distance information in the network node server. The distance 
between server nodes is calculated as follows: based on the information of the tracking node, the 
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distance between two servers is equal to the sum of the distances from each server node to its 
nearest tracking node. 

This paper proposes an end-side computing power network model based on field-level AI 

reasoning for terminal devices, and the algorithm is improved according to the artificial intelligence 
network management requirements of terminal devices to strengthen the end-side computing power 

quality. 

2 DESIGN OF SERVICE CHAIN DEPLOYMENT MECHANISM BASED ON CLOUD AND FOG 
COLLABORATION 

2.1 Overall Design of Deployment Mechanism 

This research is based on the intelligent integration identifier network architecture's three-layer and 

three-domain network architecture. The service function chain deployment mechanism proposed in 
this paper is closely integrated with the intelligent integration identifier network. As shown in Figure 
1, this mechanism is mainly designed and implemented based on the three-layer mentioned above 

and three-domain smart integration identifier network architecture. 

 

Figure 1: System design architecture. 

The overall module design of the service chain deployment mechanism system under cloud and fog 
collaboration is shown in Figure 2. Based on the previous system analysis, the deployment of the 

service function chain needs to analyze service requirements, collect and store resource and service 
context information, calculate deployment decisions, and map the service function chain to the 
physical network. 
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Figure 2: System module design. 

The service demand analysis component in the processing center module, which realizes service 
request analysis, is shown in Figure 3. It can be seen that the processing center module faces the 

user terminal and receives the service demand sent by the user, that is, the demand information of 
the service function chain. However, this unprocessed information only includes the essential details 

constituting a service function chain, which can not be optimized for deployment. Therefore, the 
service request parsing component must process and analyze this information in fine granularity, 
extract the practical information, and transform it into the configuration file input into the 

deployment decision module. 

 

Figure 3: The parsing component of service requirement. 

After the parsing process is completed, the parsing component of the service requirement generates 
the service identification SID according to formula (1); 𝑆𝑡𝑦𝑝𝑒 represents the service type, which is 

the service chain based on cloud and fog collaboration in this paper, 𝑆𝑛𝑎𝑚𝑒 represents the service 

name, which is the SFC serial number in this paper, 𝜙0  represents the service identification 

generation function. The finally generated SID is then used to query whether a corresponding SBD 
exists. 
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𝑆𝐼𝐷 ≜ 𝜙(𝑆𝑡𝑦𝑝𝑒 , 𝑆𝑛𝑎𝑚𝑒)                                                                             (1) 

The service requirements information is eventually converted into deployment files in YAML data 
format. In addition to supporting the basic information of Kuberneg behavior, a service behavior 

description SBD is generated according to formula (1) after analysis. SBD's topology behavior 

description includes the service request source address, 𝑏𝑆
𝑆𝑇, request destination address , etc. 

The performance behavior description has service delay requirements 𝑏𝐷
𝑆𝑃, bandwidth requirements 

𝑏𝐵
𝑆𝑃, computing resource requirements 𝑏𝑃

𝑆𝑃, memory resource requirements 𝑏𝑀
𝑆𝑃, etc. The function 

behavior description information includes the service function name 𝑏𝑁
𝑆𝑃 and service life cycle 𝑏𝐿

𝑆𝐹, 

etc. 

𝑆𝐵𝐷 ≜ [

{𝑏𝑆
𝑆𝑇, 𝑏𝑇

𝑆𝑇 ,...}𝑇

{𝑏𝐷
𝑆𝑃, 𝑏𝐵

𝑆𝑃, 𝑏𝑃
𝑆𝑃, 𝑏𝑀

𝑆𝑃,...}𝑃

{𝑏𝑁
𝑆𝐹 , 𝑏𝐿

𝑆𝐹 ,...}𝐹

]                                                                     (2) 

 

The processing center module can query and update all the data in the information storage module 

and open the corresponding interface for other modules to operate. 

 

Figure 4: Communication components between modules. 

2.2 Design of Service and Information Monitoring Module 

Due to the differences in resources between cloud and fog nodes, the cloud and fog collaborative 
architecture must have the ability to monitor the resources of the whole network in real time to 
provide adequate data support for the deployment decision module. The main functions of the 

service and monitoring module in this system include collecting resource information and monitoring 
service information. 

Figure 5 shows the information monitoring component's design in the resource adaptation layer. 

Firstly, information is collected in the network component layer. In collecting network status 
information, it is necessary to dynamically perceive the network topology and know the relationship 

between the location of network nodes and various devices in the network. At the same time, the 
network performance test tool qperf is used to obtain the link bandwidth and delay in the network, 
and qperf can use TCP and UDP to measure the network condition and use two nodes on a link as 

servers to communicate with clients and test them. 
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Figure 5: Information monitoring component. 

After completing the information collection process, the information monitoring component will 
generate a component identification NID and a component behavior description NBD according to 
formulas (3) and (4). In formula (3), 𝑁𝑡𝑦𝑝𝑒 represents the type of network component, namely the 

cloud or fog node, 𝑁𝑑𝑒𝑣𝑖𝑐𝑒 represents the equipment information of the network component, and 

𝜔()represents the generation function of component identification. In Formula (4), subscripts T, P, 

and F represent topology behavior, performance behavior, and function behavior, respectively. 
Finally, the generated key value pairs of NID and NBD and the collected resource information are 
returned to the processing center module for processing and saving. 

𝑁𝐼𝐷 ≜ 𝜔(𝑁𝑡𝑦𝑝𝑒 , 𝑁𝑑𝑒𝑣𝑖𝑐𝑒)                                                                       (3) 

𝑁𝐵𝐷 ≜ [

{𝑏𝐿
𝑁𝑇 , 𝑏𝑅

𝑁𝑇 ,...}𝑇

{𝑏𝐵
𝑁𝑃 , 𝑏𝐷

𝑁𝑃 , 𝑏𝑃
𝑁𝑃 , 𝑏𝑀

𝑁𝑃 ,...}𝑃

{𝑏𝑁
𝑁𝐹 , 𝑏𝑇

𝑁𝐹 ,...}𝐹

]                                            (4)                                                       

2. Service monitoring component 

 

Figure 6: Service monitoring component. 
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Figure 6 shows the design of the service monitoring component. The service monitoring function 
must be completed with the processing center module, the information storage module, and the 
service function chain mapping module. 

2.3 Design of Deployment Decision Module 

The deployment decision module decides how to deploy the service function chain in the network. 

The two algorithms included in the deployment decision module can give optimization strategies for 
users' delay-sensitive or delay-tolerant service requests, respectively. At the same time, the 
deployment decision module needs to obtain the necessary information as algorithm input and 

feedback on the output results. 

 

Figure 7: Design of deployment decision module. 

As shown in Figure 7, the deployment decision module mainly interacts with the central processing 
module, which analyzes the user service demand information, including service function chain serial 

number, service function type, requested network and node resource information, etc., and sends it 
to the deployment decision module together with the current network resource information (network 
topology, link bandwidth, delay, etc.), node resource information (node CPU, memory, etc.) and 

service function chain related information (VNF information on nodes, etc.) collected by the service 
and information monitoring module. 

If the deployment strategy is successfully generated, the synchronously generated group 
identification FID and the corresponding group behavior description FBD are returned to the 
processing center module. In Formula (5) for developing the FID, 𝐹𝑇  represents the topological 

behavior of the group, 𝐹𝑃 represents performance behavior, 𝐹𝐹 represents function behavior, and 

𝜑()is the identification generation function of the group. In this paper, the FID is generated according 

to the contents of the FBD. In Formula (6) for developing FBD, subscripts T, P, and F respectively 
represent topology behavior, performance behavior, and function behavior, and topology behavior 

description information includes service function deployment location 𝑏𝐿
𝐹𝑇 and service function link 

routing path𝑏𝑅
𝐹𝑇, performance behavior description information includes bandwidth performance𝑏𝐵

𝐹𝑃, 

delay performance 𝑏𝐷
𝐹𝑃  and node cost performance 𝑏𝐶

𝐹𝑃 , and function behavior description 

information includes component type 𝑏𝑇
𝐹𝐹and service function chain type 𝑏𝑆

𝐹𝐹, etc. 

𝐹𝐼𝐷 ≜ 𝜑(𝐹𝑇 , 𝐹𝑃 , 𝐹𝐹)                                                                      (5) 
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𝐹𝐵𝐷 ≜ [

{𝑏𝐿
𝐹𝑇 , 𝑏𝑅

𝐹𝑇 ,...}𝑇

{𝑏𝐵
𝐹𝑃, 𝑏𝐷

𝐹𝑃, 𝑏𝐶
𝐹𝑃 ,...}𝑃

{𝑏𝑇
𝐹𝐹 , 𝑏𝑆

𝐹𝐹 ,...}𝐹

]                                                                   (6) 

The physical network architecture based on this study is shown in Figure 8, which consists of the 
bottom user terminal network, two distributed fog computing layers, and the top centralized cloud 
computing layer. The lowest layer of the network is composed of user terminals, including mobile 

phones, Internet of Things terminals, and other devices. Service requests are generated by the user 
terminals at the bottom layer, which can be sent to the central fog node at the second layer. The 

primary fog node is connected with the auxiliary fog node at the third layer and finally to the cloud 
node at the fourth layer. Among them, the central fog node is closer to the user terminal than the 
auxiliary fog node and has a lower network delay, but at the same time, the resources are limited. 

The additional fog node has a larger resource pool, and the data center in the cloud has sufficient 
resources and high scalability. However, because it is far from the edge of the network, the long 
path of the deployed service function chain will increase the transmission delay, significantly 

increasing the overall end-to-end delay of the service. At the same time, due to the long routing 
path, it will also increase the consumption of network bandwidth resources. Therefore, the service 

function chain deployment mechanism based on cloud and fog collaborative architecture designed 
in this study can better handle delay-sensitive service requests by reasonably scheduling and 
deploying service functions in cloud and fog. At the same time, it can efficiently configure required 

resources for delay-tolerant service requests without strict delay constraints. 

 

Figure 8: The architecture of a multi-layer cloud and fog collaborative system.  

The multi-layer cloud and fog collaborative architecture proposed in this study can be modeled as 

an undirected weighted graph 𝐺 = (N, E), in which 𝑁 = {𝑛1
𝑖 , 𝑛2

𝑖 ,..., 𝑛𝑗
𝑖} is defined as the collection of all 

general physical nodes in the network, 𝑛𝑗
𝑖 represents the j-th physical node in the i-th layer of the 

network, i=2,3 represents the fog computing layer of the second and third layers, and i=4 represents 

the cloud computing layer of the fourth layer. 𝐸 = {𝑒11
𝑖𝑘 , 𝑒12

𝑖𝑘 ,..., 𝑒𝑗𝑙
𝑖𝑘} is defined as a set of physical links 

connecting all physical nodes in the network, 𝑒𝑗𝑙
𝑗𝑘

 represents the physical link between the j-th 

physical node of the i-th layer of the network and the l-th node of the k-th layer of the network. 

𝑐(𝑛𝑗
𝑖)、𝑚(𝑛𝑗

𝑖) respectively represent the computing resources and memory resources provided on the 

node𝑛𝑗
𝑖, and 𝑏(𝑒𝑗𝑙

𝑖𝑘)、𝑑(𝑒𝑗𝑙
𝑗𝑘

) respectively represent the bandwidth resources and delay of the link 𝑒𝑗𝑙
𝑗𝑘

. 

At the same time, SFC requests with end-to-end delay constraints can be modeled as six tuples𝑟𝑒𝑞 =
＜𝑠𝑟𝑐, 𝑑𝑠𝑡, 𝑏𝑟(𝑒𝑚𝑛), 𝑑𝑟 ,  𝐹𝑟 , 𝐿𝑟 >, where src and dst are user terminals located at the first layer as source 

hosts and destination hosts, respectively, r 1 2 n{f , f ,..., f }F = represents an ordered set of all service 
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functions in the requested service function chain. 𝑒𝑚𝑛 represents the logical link between the service 

function 𝑓𝑚  and 𝑓𝑛  in the service chain request, and 𝑏𝑟(𝑒mn)  represents the bandwidth resource 

applied by the logical link𝑒𝑚𝑛. 𝑑𝑟 is the maximum end-to-end delay that the service requested by the 

user can tolerate. 𝐿𝑟 represents the life cycle of the ordered service function chain. 

The total delay considered by the deployment algorithm for delay-sensitive services in this 
section is the sum of the above two delays, as shown in formula (7). 

𝐷(𝑟) = ∑  𝑟∈𝑅 (𝐷𝑝𝑟(𝑟) + 𝐷𝑝𝑟𝑜𝑝(𝑟))                                                               (7) 

𝐷𝑝𝑟(𝑟) is the total processing delay of the service function chain, as shown in formula (8), where𝛥𝑓(𝑛) 

represents the processing delay of the service function f on the cloud node or fog node, 𝑋𝑓𝑗
𝑖  is the 

constraint of whether the service function f is deployed at the j-th node of the i-layer network, as 

shown in formula (9). 𝐷𝑝𝑟𝑜𝑝(𝑟) represents the total link delay of a service function chain, as shown 

in formula (10), where 𝑑𝑟(𝑒𝑚𝑛) means the delay of the link between the service functions m and n, 

𝑌𝑚𝑛
𝑖  is a constraint on whether the link i is deployed on the physical link between the service operates 

m and n, as shown in formula (11). 

𝐷𝑝𝑟(𝑟) = ∑  𝑛∈𝑁 ∑  𝑓∈𝐹𝑟
𝛥𝑓(𝑛) ⋅ 𝑋𝑓𝑗

𝑖                                                              (8) 

𝑋𝑓𝑗
𝑖 = {

1  service function f Deployed on page i Layer network layer j On nodes
0, Other situations

                 (9) 

𝐷𝑝𝑟𝑜𝑝(𝑟) = ∑  𝑒∈𝐸 ∑  𝑚,𝑛∈𝐹𝑟
𝑑𝑟(𝑒𝑚𝑛) ⋅ 𝑌𝑚𝑛

𝑖                                                      (10) 

𝑌𝑚𝑛
𝑖 = {

1, Virtual-link i Deployed on the physical link between service functions m and n
0, Other situations

         (11) 

To sum up, we can get the optimization objectives of the linear programming model of the 
deployment algorithm for delay-sensitive services, as shown in formula (12). 

𝑚𝑖𝑛(𝐷(𝑟)) = 𝑚𝑖𝑛 (∑  𝑟∈ℝ (∑  𝑛∈ℕ ∑  𝑓∈𝔽𝑟
𝛥𝑟(𝑛) ⋅ 𝑋𝑓′𝑗

𝑖 + ∑  𝑒∈𝔼 ∑  𝑚,𝑅∈𝔽𝑟
𝑑𝑟(𝑒𝑚𝑛) ⋅ 𝑌𝑛𝑚

𝑖 ))   (12) 

In addition, the model needs to set the following constraints: 

1. Physical resource constraints 

The VNF in each SFC request will be mapped to a fog node or cloud node in the physical network, 
so it is necessary to ensure that the computing resources and memory resources required by the 
VNF instance mapped to the node will not exceed the material resources available on the node at 

this time, to avoid the request being discarded due to resource overload, as shown in formulas (13) 
and (14). 

∑  𝑟∈𝑅 ∑  𝑓∈𝐹𝑟
𝑋𝑓𝑗

𝑖 ⋅ 𝑝𝑟(𝑓𝑖) ≤ 𝑐(𝑛𝑗
𝑖), ∀𝑛𝑗

𝑖 ∈ 𝑁                                                  (13) 

∑  𝑟∈𝑅 ∑  𝑓∈𝐹𝑟
𝑋𝑓𝑗

𝑖 ⋅ 𝑚𝑟(𝑓𝑖) ≤ 𝑚(𝑛𝑗
𝑖), ∀𝑛𝑗

𝑖 ∈ 𝑁                                                (14) 

2. Link resource constraints 

In the service function chain deployment process, it is necessary to instantiate VNFs on designated 
nodes and map virtual links connecting two VNFs to physical links in the network. Therefore, it is 
required to satisfy the link resource constraint defined by Formula (15). 

∑  𝑟∈𝑅 ∑  𝑓𝑚𝑓𝑛∈𝐹𝑟
𝑌𝑚𝑛

𝑖 ⋅ 𝑏𝑟(𝑒𝑚𝑛) ≤ 𝑏(𝑒𝑗𝑙
𝑖𝑘), ∀𝑒𝑗𝑙

𝑖𝑘 ∈ 𝐸                                              (15) 
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The node cost overhead is defined in formula (16): 

𝐶(𝑟) = ∑  𝑟∈𝑅 (𝐶𝑐𝑝𝑢(𝑟) + 𝐶𝑚𝑒𝑚(𝑟)) ⋅ 𝑋𝑓𝑙𝑗
𝑖 ⋅ 𝑇𝑓𝑗

𝑖                                                   (16) 

In formula (16), 𝐶𝑐𝑝𝑢(𝑟) represents the node computation cost caused by a service function chain 

request, as defined in formula (17), 𝑝𝑟(𝑓) is the computation resource requested by a service 

function in the service function chain, and 𝜆𝑐𝑝𝑢(𝑛)  is the computation cost coefficient, which 

represents the increased node cost per unit computation resource requested by the user, as defined 

in formula (18),  and the computation cost coefficient of fog nodes is generally more significant than 
that of cloud nodes. Hence, the node cost of deploying VNF on fog nodes is also more critical. 

𝐶𝑐𝑝𝑢(𝑟) = ∑  𝑛∈𝑁 ∑  𝑓∈𝐹𝑟
𝜆𝑐𝑝𝑢(𝑛) ⋅ 𝑝𝑟(𝑓)                                                               (17) 

𝜆(𝑛) =
𝑐𝑡𝑜𝑡𝑎𝑙(𝑛)

𝑐𝑎𝑣(𝑛)+𝜖
                                                                                     (18) 

In formula (18), 𝑐𝑡𝑜𝑡𝑎𝑙(𝑛) represents the computational resources on node n are represented, 𝑐𝑎𝑣(𝑛) 
represents the computational resources available at this time on Node n are represented, and ℇ is a 

decimal value to prevent division by 0. It can be seen that the more computing resources occupied 
on a node, the greater the cost coefficient. Because the resource pool of fog nodes is much smaller 

than that of cloud nodes, the cost coefficient increases faster with the deployment process. 

In formula (16), 𝐶𝑚𝑒𝑚(𝑟) is the memory cost, which is defined as (19), where 𝜆𝑚𝑒𝑚(𝑛) and 𝑚𝑟(𝑓) 
are the memory cost factor and the memory resource requested by the service function. Finally, 

𝑇𝑓𝑗
𝑖  represents the lifetime of the service function f deployed on the j-th node in the i-th layer network, 

and the calculation process is shown in formula (20). If there is a VNF multiplexing, 𝑇𝑓𝑗
𝑖  takes the 

maximum value between the difference between the two and 1. 

𝐶𝑚𝑒𝑚(𝑟) = ∑  𝑛∈𝑁 ∑  𝑓∈𝐹𝑟
𝜆𝑚𝑒𝑚(𝑛) ⋅ 𝑚𝑟(𝑓)                                                           (19) 

𝑇𝑓𝑗
𝑖 = {

𝑇𝑛𝑒𝑤 ,No demultiplexing
𝑚𝑎𝑥{ 𝑇𝑛𝑒𝑤 − 𝑇𝑜𝑙𝑑 , 1},Multiplexing

, 𝑖, 𝑗 ∈ 𝑁, 𝑓 ∈ 𝐹𝑟                                        (20) 

The constraints of the delay-tolerant request deployment model are as follows: 

1. Physical resource constraints 

The physical resource constraints of the deployment algorithm model for delay-tolerant services are 
the same as those defined in formulas (13) and (14) in the previous section. 

2. Link resource constraints 

The link resource constraints of the deployment algorithm model for delay-tolerant services are the 

same as those defined in formula (15) in the previous section. 

3. Delay constraint 

The optimization goal of the deployment algorithm model for delay-tolerant services is to reduce the 

node cost in the deployment process. However, the delay problem still needs to be considered. While 
lowering the node cost, the end-to-end delay of the service function chain cannot exceed the 
maximum tolerance delay of users, as defined in the Formula (21). 

∑ ∑ 𝑌𝑚𝑛
𝑖 ⋅ 𝑑(𝑒𝑗𝑙

𝑖𝑘) ≤ 𝑑𝑟𝑓𝑚,𝑓𝑛∈𝐹𝑟𝑒𝑗𝑙
𝑖𝑘∈𝐸                                                                         (21) 
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3 MODEL CONSTRUCTION AND VERIFICATION 

Introducing virtualization technology into the WSN network can effectively alleviate the problems of 
low resource utilization and poor service flexibility in the WSN network. Meanwhile, using the idea 

of virtualization, all sensor nodes in a given area can be abstracted into a single shared 
infrastructure, giving full play to the advantages of resource sharing. According to different QoS of 

users, when multiple tasks are executed concurrently, sensor nodes are flexibly grouped and used 
to form different VSNs to maximize the multiplexing of sensor resources and significantly improve 
the flexibility and scalability of the WSN. VSN with resource requirements is called VSNR, which 

includes virtual sensor node resource requirements and virtual link resource requirements. VSNR 
needs to be mapped to the underlying physical sensor network resources to provide services for 

users; that is, virtual sensor nodes and virtual links are mapped to the underlying physical sensor 
nodes and physical paths that meet their conditions. However, there is a competitive relationship 
among different VSNSPs, and each VSNSP cannot know each other's resource requirements in 

resource competition, so the resource competition process among multiple VSNSPs belongs to the 
dynamic game process with incomplete information. Virtualization can support the active sharing of 
physical resources, and at the same time, units and different VSNRs can be mapped to the same 

sensor nodes and physical paths; that is, some physical resources need to be shared when multitasks 
are executed concurrently. Therefore, allocating resources to VSNRs with the exact resource 

requirements to maximize the interests of both resource supply and demand sides is very important 
for improving the utilization rate of network resources and satisfying the user service experience. 
Combined with the algorithm model in the second part, this paper proposes an end-side computing 

power network model based on field-level AI reasoning for terminal devices, as shown in Figure 9. 

 

Figure 9: End-side computing power network model based on field-level AI reasoning for terminal 

equipment. 

To verify whether the end-to-side computing power network model based on field-level AI reasoning 
for terminal devices can effectively improve the computing power of the system and the capability 

of the terminal system, this paper mainly carries out the computing power and timely response 
effect of the terminal AI driving system by simulating driving pictures and video recognition. More 
than 100,000 data graphs are collected in the CIFARl0 data set, and the simulation analysis is carried 

out through the system in this paper. At the same time, each vehicle terminal uses training images 
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to participate in Semi-VFL tasks. We set the batch size as B=64, the number of local iterations as 
E=5, and the number of global iterations (communication rounds) as 100. Random gradient descent 
is used for the optimizer, and the learning rate is set to 0.01; the specific threshold is u=0. 95, and 

the trade-off parameters are set to v=1 and g=10. The result is shown in Figure 10. 

                               

(a)Experiments results           (b)Fitting results 

Figure 10: Experimental and fitting results. 

Figure 10 shows the experimental and fitting results for the CIFARl0 data set. Figure 10 (a) shows 

the relationship between test accuracy, the amount of marked data, and the amount of unmarked 
data. With the increase in unlabeled data, the test accuracy increases. Moreover, the increase in the 
number of labeled data points can also improve the test accuracy of the global model. At the same 

time, from Figure 10 (b), we can see that the fitting results are excellent. On this basis, the model 
proposed in this paper is verified, and the evaluation results shown in Table 1 are finally obtained 

through the verification of multiple groups of data. 

Number Data evaluation Number Data evaluation Number Data evaluation 

1 88.13  15 88.90  29 85.31  

2 82.19  16 84.88  30 88.65  

3 90.18  17 87.54  31 83.63  

4 89.70  18 82.77  32 89.10  

5 87.11  19 87.25  33 81.62  

6 85.60  20 81.15  34 83.12  

7 84.96  21 83.56  35 85.36  

8 80.42  22 82.09  36 82.61  

9 87.56  23 90.10  37 81.85  

10 90.66  24 81.46  38 89.74  

11 89.40  25 85.80  39 88.16  

12 81.53  26 86.72  40 84.61  

13 84.25  27 88.85  41 85.27  

14 80.16  28 80.36  42 83.23  

 

Table 1: Verification results of model data. 

From the above data analysis, the end-side computing power network model based on field-level AI 
reasoning for terminal equipment proposed in this paper has a specific improvement effect. 
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4 CONCLUSIONS 

In the intelligent identification network, Network Function Virtualization (NFV) technology can be 
used to migrate network functions from special hardware devices to software-based applications, 

which realizes the decoupling of network functions and hardware devices and enables Virtual 
Network Function (VNF) to be instantiated in different locations of the network. In addition, Service 

Function Chaining (SFC) can use NFV technology to improve flexibility and on-demand deployment 
capability. SFC links VNFs together according to business logic requirements, and these VNFs are 
usually deployed on many computing nodes. Network traffic traverses each VNF through virtual links 

between VNFs to obtain the required network services. An optimized deployment mechanism for 
service function chains is proposed to solve the problem of resource difference and network overhead 

encountered in deploying service function chains in cloud and mist collaborative architectures. For 
different service requirements of delay sensitivity or delay tolerance, different deployment 
scheduling algorithms are designed, deployment nodes and routing links are intelligently selected in 

cloud and fog collaborative architecture, and an efficient and state-aware deployment mechanism 
of the service function chain is realized to meet service requirements and improve service acceptance 
rate and resource utilization rate. According to the test data analysis, the end-side computing power 

network model based on field-level AI reasoning for terminal equipment proposed in this paper has 
a specific improvement effect. 
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