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Abstract. The early identification of dental problems via the employment of imaging 

equipment has the potential to significantly enhance the accuracy of clinical 
diagnosis as well as the outcome of treatment. One way to do this is by using 
imaging technologies. When it comes to imaging technology, X-rays are mostly 

considered to be the instrument that is used to discover dental diseases. Manual 
examination of dental images, on the other hand, is a difficult operation that will 
take a significant amount of time and is prone to mistakes throughout the process. 

As a result of this, the automated approach to dental diagnosis has been receiving 
a growing amount of attention, especially in light of the introduction of algorithms 

for machine learning. In order to address the difficulty of dental picture 
classification, a great number of deep learning models, in particular convolutional 
neural networks, have been released. These models have been used to tackle the 

problem. The outcomes that these models have achieved in a range of 
benchmarks, including the handling of dental X-ray photos in clinical procedures, 

have been favorable. The models that were mentioned before, on the other hand, 
will not display the traits of flexibility and stability when they are applied to 
situations that are taken from the actual world. The fundamental reason for these 

problems is that convolutional neural networks have a limited capacity to capture 
the global linkages between distant pixels. This ability is a key drawback of these 
networks, which can be ascribed to the fact that it is the primary reason for these 

problems. Taking this into consideration, the objective of this research is to develop 
a dual-channel vision transformer model that is only centered on the challenge of 

dental image categorization. The self-attention module is the key component that is 
employed by the approach that has been proposed, while the convolutional 
operators are completely eliminated from the process. Furthermore, the method of 

transfer learning is used in order to adjust the weighting parameters of the visual 
transformer that is being shown. This is done in order to get optimal results. The 
results of the studies provide evidence that the suggested technique has higher 
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performance in comparison to the most powerful deep learning algorithms that are 
presently available. 

 
Keywords: Dental Image; X-ray; Vision Transformer; Machine Vision; Medical 

Image Analysis. 
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1 INTRODUCTION 

In the discipline of dentistry, dental informatics is a relatively young branch of study that has 
made a significant contribution to the diagnosis and treatment of dental diseases in clinical 
settings. This is a widely held belief. Reducing the amount of work that dentists are required to 

undertake, has the potential to reduce the amount of pain that patients experience and to make 
the whole process of diagnosis more efficient [1]   . In dentistry, there are at least the following 

fields, including restorative dentistry, endodontics, orthodontics, dental surgery, and 
periodontology [20]   . During this time, a wide variety of imaging methods have been applied in 
the area of dental informatics in order to catch different types of dental diseases that may be 

found in these locations, such as cavities, dental crowns, fillings, and root canal surgeries [19]   . 
These approaches have been utilized to capture these dental illnesses.  

The dentist is responsible for interpreting the information that is included in dental photos, 

such as CT and X-ray images [20]   . Radiographic X-rays that can pass through dental regions 
may be obtained via the use of X-ray imaging technology. It is important to keep this particular 

matter in mind. As a result of the efforts of dentists all around the globe, the vast majority of 
dental conditions may be identified via the inspection of dental pictures. However, manual 
operation is hard, time-consuming, and prone to mistakes, which significantly hinders the 

deployment of imaging methods in the area of dentistry. This is because the manual operation is 
tedious. Several alternative machine-learning methods for dental pictures have been proposed to 
overcome the challenges that are connected with human evaluation. These algorithms have been 

the subject of a great deal of research. These computerized algorithms for dental image 
categorization have the potential to contribute to the detection of dental problems and may even 

contribute to the prevention of tooth loss. They are geared toward the classification of dental 
images. Furthermore, they have the potential to be exploited in order to eliminate the problems 
that were brought about by manual interpretation. 

Currently, deep learning models, such as convolutional neural networks (CNN), have been 
steadily applied in clinical procedures [11]   [17]   . The convolutional neural network is a strong 

approach to machine learning that has been created specifically for this purpose. The neural 
network in question is capable of carrying out tasks such as the identification of images, the 
segmentation of images, and the classification of images with a high degree of accuracy. To 

identify deterioration, periapical periodontitis, and periodontal diseases of mild, moderate, and 
severe severity, deep convolutional neural network (CNN) algorithms were developed and used for 
clinical dental periapical radiographs. Furthermore, in recent years, a great variety of algorithms 

that are based on deep learning have been created for dental photos [9]   [15]   [16]   [25]   . 
These algorithms have been successfully implemented. CNN-based models have the potential to 

be an excellent diagnostic tool for dental images, as shown by the results of the trials that were 
conducted. This type of model, on the other hand, is afflicted by the limits of local receptive fields, 
which leads them to ignore the global correlations that exist between long-range pixels in dental 

photographs. This is a problem since these models are restricted by the local receptive fields.   

The goal of this research is to analyze the employment of vision transformers in dental image 
processing. This evaluation will take into account the analysis that was stated before. To be more 

specific, a new version of the vision transformer is shown as a way of executing the process of 
picture classification for X-ray dental pictures. This is done in order to make the procedure more 

transparent. To be more specific, the self-supervised approach is applied in the vision transformer 
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that is offered in order to make the training process more convenient. In order to accomplish the 
goal of pretraining the vision transformer model, this is of utmost significance. When compared to 

other methods, the recommended technique performs much better in the dental photo dataset 
that was generated manually, as shown by the outcomes of the experiment.   

The following is a list of the key contributions that this work makes:  
• They generated a dataset that was compiled by hand with great care and attention to 

detail. A dentist and two assistants played an important role in the process of labeling the 

manual dataset and were crucial in the procedure. The datasets are each made up of four 
different groups of classes that are unique from one another. Image-enhancing methods 
such as magnification, rotation, horizontal flipping, and vertical flipping were performed on 

the images in order to get the intended effects. These approaches brought about the 
anticipated outcomes. Long overdue, the process of picture annotation was finally carried 

out with the assistance of the LabelMe applications.  
• The vision transformer-based model that has been built is an early attempt in the area of 

dental X-ray image categorization, according to our present knowledge of the situation.  

• In contrast to the deep learning models that are deemed to be state-of-the-art, the 
experimental data demonstrate that the technique that has been offered presents a higher 
performance. 

2 RELATED WORK 

In the field of dental informatics, several teeth categorization algorithms have been established by 

using radiography pictures. The periapical radiographs were the primary focus of the research that 
Hassan and his colleagues [13]    conducted. They looked at automated feature recognition, 
segmentation, and quantification, in that particular sequence. Compared to the Xnet and SegNet 

models that were used in this scientific investigation, the U-Net-oriented models were able to 
achieve greater performance in terms of the mean intersection over union (mIoU) and dice 
coefficient. This was the case because the U-Net models were able to accomplish superior 

performance. The research conducted by [1]    resulted in the development of a method that is 
capable of identifying and counting teeth in periapical videos. Through the use of a faster region 

convolutional neural network, sometimes referred to as a faster R-CNN, this method is effectively 
implemented. According to the data, the model that was provided attained a level of accuracy and 
recall that was ninety percent higher than the standard benchmark, in addition to a level of mIoU 

that was ninety-one percent. This was determined by comparing the model to the standard 
benchmark. Through the use of deep convolutional neural networks (CNNs) in their research, Ekert 

et al. were able to recognize apical lesions in panoramic dental radiographs [6]. For the purpose of 
this particular experiment, a total of 2,001 panoramic radiographs were made available, and these 
radiographs were used in the process of training a CNN model that consists of seven layers. The 

authors of [12]    make use of two different models of multi-sized CNN in order to identify and 
categorize teeth that are visible in dental panoramic radiographs. This allows them to 
automatically organize the filing of dental charts. Through the use of a four-fold cross-validation 

technique, the testing data set was able to reach a high level of accuracy in the object detection 
network. Convolutional neural networks (CNNs) are used by Fukuda et al. in their research to 

identify vertical root fractures (VRF) in panoramic radiographs [8]   . The CNN that was used was 
developed using the utilization of Detect Net five-fold cross-validation, and DIGITS version 5.0 was 
utilized in order to enhance the dependability of the model. One hundred and fifty percent 

accuracy was attained by the neural network. The evaluation of radiographic bone loss and the 
generation of image-based periodontal diagnostics might be beneficially accomplished with the 
help of neural networks [21]   . To reveal dental restorations, artificial intelligence may be used.  

The findings of the research [1]    indicate that artificial intelligence might be used in the field 
of restorative dentistry to recognize and classify dental restorations. 93.6% of dental restorations 

were detected by the algorithms that were applied in their investigation, which was conducted on 
83 panoramic photographs. In addition, the distribution and shape of the grey values were used in 
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order to classify the restorations into eleven distinct categories. Panoramic pictures and 
convolutional neural networks were used by Chang et al. [3]    in order to identify periodontal bone 

level (PBL), cemento enamel junction level (CEJL), and teeth in order to arrive at a diagnosis of 
periodontitis stage. During the research, an automated method was used to calculate and classify 

the percentage of bone loss [2]   . In research [14]   , convolutional neural networks were applied 
to make a prediction about whether or not the extraction of the third molar may eventually lead to 
paresthesia of the inferior alveolar nerve. The extraction of the lower third molar is one of the 

most frequent operations performed in the field of dentistry. It is possible for the nerve to feel 
paresthesia after the removal of a wisdom tooth from the jaw. A series of panoramic photographs 
were obtained before the extraction, and CNN took advantage of the connection that exists 

between the nerve canal and the tooth roots in order to provide a prediction about the possibility 
of nerve paresthesia. It is necessary to do more studies since, according to the findings of 

scientists, the use of two-dimensional images in panoramic radiography may result in a greater 
number of false positive and false negative results. 

3 METHODOLOGY 

Within this section, you will find a comprehensive presentation of facts about the strategy that has 
been prescribed. The first stage is the initialization of the dataset, the second step is the 
augmentation of the dataset, the third step is the manual labeling, and the last step is the 

description of the recommended vision transformer model. All are steps in the process. 

3.1 Dataset Preparation 

We began by collecting panoramic X-ray pictures of the oral cavity from clinical patients as part of 
our inquiry. These photos were taken throughout the investigation. Every single one of the shots 
was obtained from the digital platform, and the resolution of these pictures is much higher than 

average. During the time that the procedure of initializing the picture dataset was being carried 
out, a total of 1,418 images were gathered. 

3.2 Data Augmentation 

In order to expand the size of the training set that is required for the proposed vision transformer, 
a range of data augmentation approaches are applied at this part of the process. Since there were 

only 1,418 photos captured at the beginning of the procedure, the augmentation approaches were 
applied in order to create a greater number of images for the training set. When everything is 
taken into consideration, there are a total of 2,836 samples that were designed using the primary 

dataset. Regarding the overall number of training examples, there are 4,254 of them now 
available. In this specific approach, the following augmentation processes were utilized: shearing, 

rotation, scaling, horizontal flip, and vertical flip. For the sake of greater precision, these processes 
were carried out. 

3.3 Image Labelling 

It is essential to bear in mind that the annotation of the training set serves as a crucial aspect in 
the optimization of deep learning models. This is something that should be paid attention to. In the 
current investigation, which is currently being carried out, a vision transformer network is being 

suggested for application in the categorization of medical images. Consequently, in order to 
engage in the annotation of the 1,418 raw photographs, it was requested that three dentists who 

had a great deal of expertise be involved. The implementation of a voting system that is based on 
a majority vote was done in preparation for the possibility of a dispute occurring throughout this 
procedure. In addition to that, the procedure of annotation was carried out with the aid of a 

labeling tool that is known as LabelMe [24]   . 
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Figure 1: This is an example of one of the dental pictures that were acquired by manual collection 

(The photographs have been edited to remove any personal information that may have been 
associated with the patients). 
 

The resolution of all of the photographs that were gathered and improved was then scaled to 600 
by 400 pixels in line with the specifications of the vision transformer's input. This was done after 

the previous step. In addition, the whole collection of picture samples was divided into three 
unique sets: the training set, which made up seventy percent of the total, the testing set, which 
made up twenty percent of the total, and the evaluation set, which made up ten percent of the 

total. 

3.4 The proposed Deep Learning Model 

The model of the vision transformer that has been provided adheres to a standard framework for 

vision transformers, such as the PViT [7]   , UViT [10]   , and Swin transformers [18]   . This 
framework is included in the list of vision transformers. Within the framework of the pre-training 

procedure, the model that has been suggested takes into consideration two different points of view 
for every single input picture. Image patches that are 16 pixels by 16 pixels in size (position) and 
visual tokens (feature) are included in these viewpoints. The procedure of tokenization was used in 

order to convert the original photographs into visual tokens. A collection of the picture patches was 
masked and then fed into the backbone component of the vision transformer that was presented. 
This was in addition to the previous point. It is anticipated that the pre-training will be able to 

extract the visual tokens that have been specified in line with the masked picture patches. Adding 
the classification layer to the pre-trained encoder in the vision transformer was essential in order 

to accomplish the classification job using the vision transformer properly. This was important in 
order to get the desired results. 

This inquiry encompasses the presentation of the self-supervised vision transformer model, 

which was generated from the masked image modeling scheme and was inspired by BERT [4]   . 
This model was developed within the scope of this investigation. Through the process of 

separating the input photos into individual patches, a grid of picture patches was produced. These 
picture patches depict the concept of the vision transformer. In addition to this, the photographs 
were concurrently translated into discrete tokens by the use of the discrete model [22]   . As part 

of the pre-training operation, a section of the image patches was masked, and then they were 
supplied into the transformer. The visual tokens, as opposed to the bits that had been hidden, 
were retrieved as a consequence of this consequence. Following that, the picture classification job 

was exposed to both self-supervised learning and fine-tuning. Through the process of fine-tuning 
using the ImageNet labels, it is possible to enhance the overall performance of the classification 

system. 

http://www.cad-journal.net/


 

 

Computer-Aided Design & Applications, 21(S23), 2024, 332-342 

© 2024 U-turn Press LLC, http://www.cad-journal.net 
 

337 

 
 

Figure 2: In the manual dataset, two photographs have been enhanced.  
 

Tokens that are capable of being trained are included in the input in line with the architecture of 

the vision transformer. It is being taken into account that the output of the vision transformer that 
is being given is being used as a representation of the input. In addition, the positional information 
is employed in a manner that is consistent with the pictures that are supplied, as shown in 

Equation (1): 
1 2O [ ; ; ;...; ]N

class p p p posx x E x E x E E= + ,                                                                                   (1) 

where O symbolizes the output of the vision transformer, x  represents the class of the input,  

and posE  holds the positional information of each input are all included in this expression. 

After being presented with an image, the suggested model can encode it into vector 

representations, as seen in Figure 3. Following the division of the two-dimensional pictures into a 
collection of image patches, any vision transformer can take these patches as input. Specifically, a 
picture with a resolution of H W C   is scaled into /N HW P P=   patches, where C  is the number 

of channels, H W  is the input resolution and P P  is the resolution of each image patch. This 

provides a clearer understanding of the process. The work of BERT [4]    serves as the source of 

inspiration for the process of flattening into vectors and linearly projecting a series of picture 
patches that are obtained from the same image. H = 16, W = 16, and P = 16 are the starting 

parameters of the input pictures. As seen in Figure 3, the process of visual token learning is 
comprised of two modules, namely the tokenizer and the decoder. It is important to keep in mind 
that the decoder is not used throughout the process of picture categorization. The tokenizer can 

convert picture pixels into distinct tokens by adhering to a language. It is the responsibility of the 
decoder to retrieve the input picture following the visual tokens at hand. Since the visual tokens 
are not continuous, the training is not comparable to other methods. After that, around forty 

percent of the picture patches are randomly masked. The masked image patches also have a 
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learnable embedding added to them as an additional feature. In order to make a prediction about 
the visual tokens for each masked patch, a softmax classifier is used. Last but not least, the 

objective of the pre-training is to maximize the log-likelihood of the visual tokens given the 
pictures that have been masked. 

 

 

 

Figure 3: A look at the overall structure of the vision transformer concept that has been presented. 
A tokenizer for images is used in order to produce the tokens. Each picture is shown in two 
different perspectives during the pre-training phase. These views include image patches and visual 

tokens. Some picture patches, often known as gray patches, have been disguised.  

 

Additionally, the encoder shown in Figure 3 incorporates two essential modules, namely the multi-
head self-attention (MSA) and the multi-layer perception unit (MLP). Furthermore, the proposed 
encoder design incorporates two additional modules, namely the layer normalization module and 

the Gaussian error linear unit (GELU) as the activation module. Both of these modules are used in 
the process of encoding data. The formation of the weighting value is accomplished by the use of 
the similarity that exists between the query and the key. In terms of layer normalization, the 

mathematical formulas for MSA and MLP are provided by Equation (2) and Equation (3), 
respectively. Listed below are the formulas in question: 

'
1 1Z ( ( ))L L LMSA LayerNorm Z Z− −= + ,                                                                                   (2) 

' '
LZ ( ( ))L LMLP LayerNorm Z Z= + ,                                                                                   (3) 

where L  denotes the layer.  

It is possible to mathematically define the matrices K , Q , and V  that are used in the encoder 

module using Equation (4): 
'[ , , ] KQVK Q V ZW= ,                                                                            (4) 

where KQVW  represents the matrix used for weighting. Furthermore, the output of the encoder 

may be expressed using Equation (5) and Equation (6), which are as follows: 

 O( ) .Z PV= ,                                                                                            (5) 

where: 

 P=softmax( )
TQK

V
,                                                                                   (6) 
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As an additional point of interest, the GELU module acts as the classification head, which finally 
leads to the production of the output classification result. Additionally, in the last phase of the 

dual-channel vision transformer, the linear layer is used in order to integrate the output 
embeddings that are received from the two channels. This is done in order to meet the 

requirements of the final phase.    

4 EXPERIMENTAL RESULTS 

As an initial point of departure, the recommended model was trained with the use of the image 

samples that were obtained from ImageNet-ISLVRC [23]   . During the pre-training phase, there 
are 800 epochs, and the batch size is 2k. Adam is used for optimization purposes, and the values 
are 1 = 0.9 and 2 = 0.99. In addition to a warmup period of ten epochs and a cosine learning 

rate decline, the learning rate is given a value of 1.0e-3. There is a 0.04 percent weight loss. In 
order to complete the training procedure, which requires sixteen Nvidia Telsa V100 32GB GPU 

cards, it takes roughly four days. 

During the assessment, the impacts of two hyper-parameters, namely the number of layers (L) 
and the number of heads (H), on the suggested vision transformer were the primary focus of 

attention. In addition, comparative tests were carried out in order to assess the proposed model in 
comparison to the approaches that are considered to be state-of-the-art.  

Through the combination of spatial and temporal loss functions, a one-of-a-kind loss function was 
developed for the CNN-Transformer mathematical model. To add insult to injury, the performance 
of the comparison methods was evaluated by using the following evaluation metrics: sensitivity, 

specificity, accuracy, and F1 score.    

4.1 Ablation Study 

In order to determine which of the two hyper-parameters for the proposed vision transformer 

would be the most successful combination, a series of comparison tests were carried out. 
Particularly noteworthy is the fact that throughout the ablation investigation, just two hyper-

parameters were taken into account. An additional set of hyper-parameters would add an 
additional load to this investigation. As a result of the results of the proposal on twenty percent of 
the information that was manually gathered (as shown in Figure 4), the VT_L16_H16 model, which 

has sixteen layers and sixteen heads, was selected as the best model. 
 

 

 

Figure 4: The Accuracy of the proposed model on part of the dataset using different combinations 
of the hyper-parameters. 
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4.2 Comparison Experiments 

In addition, we conducted comparative research between our approach and the most cutting-

edge methodologies, making use of the whole dataset that was acquired by hand. The comparison 
makes use of the following vision transformer-based techniques, which are as follows: Vision 

Transformer [5]   , PViT [7]   , and UViT [10]   , as well as Swin transformer [18]   , as shown in 
Table 1. 

The data are shown in Table 1, and they make it abundantly evident that the proposed model 

does better than the models that are considered to be state-of-the-art in terms of sensitivity, 
specificity, accuracy, and F1 score. 

 

Models Sensitiv
ity (%) 

Specificit
y (%) 

Accurac
y (%) 

F1 score 
(%) 

Vision 
Transformer 

92.1 91.9 92.5 92.8 

PViT 93.5 94.0 94.5 93.3 

UViT 93.2 94.2 93.9 94.7 

Swin Transformer 92.7 93.1 91.9 91.6 

The proposed 96.8 95.9 97.2 97.1 

 

Table 1: The comparison between the most advanced models and the proposed approach. 

5 CONCLUSIONS 

In order to train the suggested deep learning model efficiently, it is important to have a significant 

amount of data samples in order to carry out the optimization of the weighting parameters. 
Additionally, a bigger number of samples would guarantee that the deep learning network is 

capable of being efficiently adapted to a certain job. Note that incorporating extra photographs will 
result in an inefficient use of resources and an increased danger of over-fitting. This is something 
that should be taken into consideration.  

An innovative transformer model that makes use of a self-supervised process is proposed in 
this paper. In order to recognize dental X-ray pictures, the model that was provided was used. It 
is abundantly obvious that the benefits of the suggested method are established by the outcomes 

of the experiment. As a result, one may draw the conclusion that the approach that was presented 
has the potential to be an effective instrument in clinical practice. 
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