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Abstract. In the "post poverty alleviation era", the high-quality development of 

college student aid depends on the accurate judgement of the poverty status of 
students, but the academic community lacks the ability to scientifically identify 

relatively poor student groups. It is necessary to comprehensively consider family 
economic factors, special group factors, unexpected situations and students' daily 
consumption, and some indicator attribute values may be missing in the process of 

identifying poor college students. To objectively and quantitatively identify the 
poverty status of poor college students, this paper uses the hesitation fuzzy analysis 
method to construct an indicator system for identifying poor college students based 

on incomplete linguistic hesitant fuzziness and proposes an attribute reduction 
method based on the limited advantage relationship, which reduces the attributes of 

the identification indicator system for poor college students, selects useful indicators, 
and eliminates redundant indicators. Finally, the example proves that the method 
proposed in this paper can flexibly handle the diversity and incompleteness of 

identification indicators to obtain a simplified and scientific identification indicator 
system. 
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1 INTRODUCTION 

Under the standards of 2020, China plans to lift all of its rural poor out of poverty. After solving 
absolute poverty, China will usher in the "post-poverty alleviation era". The crux of the poverty 
reduction strategy is to solve the relative poverty problem on the basis of consolidating the 
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achievements of poverty alleviation [9]. Poverty alleviation through education is a key path to solving 
relative poverty and an important means to consolidate the poverty alleviation effect and 
comprehensively promote rural revitalization in the "post-poverty alleviation era" [17]. With the 

development of economy, society and higher education, China attaches great importance to the 
support of poor students. However, how to accurately identify poor college students and objectively 

calculate the degree of poverty has become a hot and difficult issue in the identification of poor 
college students for a long time, which has greatly affected the fairness and impartiality of aid to 
poor students [12]. 

A large number of education and teaching experts and scholars have conducted extensive 
research on how to scientifically formulate identification indicators and determine poverty levels and 

have provided various evaluation systems and methods. [16] developed an accurate measurement 
system for the poverty index of poor college students based on big data. This system has strong 
reliability, helps to achieve quantification in the identification process of poor students, and enhances 

the efficiency of the identification process and the accuracy of the identification results. [4] and 
others proposed that the index weight should be objectively determined according to the entropy 
method. They argued the system should be designed by combining entropy model analysis with 

manual review. This system can help colleges and universities effectively solve the problem that the 
identification of poor students is traditionally difficult to quantify and not objective. [15] and others 

revealed through empirical analysis of data simulation that the income method, expenditure method, 
income expenditure double index difference method and ratio method have certain limitations in the 
identification of poor college students, which shows that various methods have led to a certain rate 

of omission, leakage and miscalculation to varying degrees. Adjustment of the relative poverty line 
is expected to improve the recognition accuracy of the dual indicator ratio method. In the process 
of determining the degree of poverty of students with financial difficulties, considering the 

uncertainty of objective factors and the fuzziness of people's ideas and other factors, schools often 
cannot use accurate numbers to evaluate the indicators in the evaluation system. In these kinds of 

scenarios, fuzzy numbers can better describe the nature of things. Therefore, scholars have widely 
applied the fuzzy analysis method to the process of poverty identification and obtained a large 
number of evaluation methods based on fuzzy numbers. [8] constructed an identification index 

system of poor students from both personal and family conditions and applied the fuzzy 
comprehensive evaluation method to the identification of poor students to improve the accuracy and 

objectivity of the identification of poor students. [3] and others applied an improved a priori 
algorithm based on rough sets in the identification of poor students in colleges and universities, thus 
enhancing the accuracy of the identification of students with difficulties. [19] introduced the fuzzy 

analysis of linguistic hesitant into the identification of poor college students and established an 
incomplete fuzzy mixed information system of linguistic hesitant. the focus shifts to the practical 
implementation of the index system. It outlines the technical requirements, user interface design, 

and gaming elements incorporated into the system to engage and motivate students. The section 
also discusses the integration of data analytics and machine learning techniques to enhance the 

accuracy and efficiency of the identification process. 

However, in the process of identifying poor college students, not all indicators can be quantified 
with general fuzzy numbers. If some indicators are quantified with general fuzzy numbers, they may 

distort the subjectivity of the indicators themselves, leading to untruthfulness of the results. In 
addition, in the identification index system of poor college students, there are many kinds of attribute 
values of each index, including information that students have not provided or is missing. This paper 

adopts the method of hesitation fuzzy analysis to build an indicator system for identifying poor 
college students based on incomplete linguistic hesitant fuzzy analysis to solve the problems of 

diversity of identification indicators and lack of attribute values. In addition, we propose an attribute 
reduction method based on the limited advantage relationship to reduce the attributes of the 
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identification index system of poor college students to obtain a simplified and scientific identification 
index system. 

2 HESITANT FUZZY ANALYSIS METHOD 

The hesitation fuzzy analysis proposed by [10] is an improvement of general fuzzy analysis. For the 
indicator attributes in the evaluation process that are difficult to express with quantitative values, 

linguistic hesitant fuzzy analysis uses the qualitative natural language form of linguistic hesitant 
fuzzy sets as the attribute values, which are more flexible and practical than traditional fuzzy analysis 
in dealing with uncertain indicators. 

Decision experts adopt appropriate linguistic evaluation scales when evaluating indicator 
attributes. For the convenience of discussion, Delgado M(1993)introduces the concept of the 

linguistic terminology set 𝑺 = {𝑠0,⋯ , 𝑠𝑡−1}, which satisfies the following conditions: If α＞β then sα＞

sβ, when t is an uneven number. 

By combining hesitant fuzzy sets with linguistic term sets, Meng et al.(2014) proposed the 
concept of linguistic hesitant fuzzy sets (LHFSs) and a comparison method between two linguistic 
hesitant fuzzy sets. 

Definition 1  𝑺 = {𝑠0, ⋯ , 𝑠𝑡−1} is the linguistic terminology set, and t is an uneven number. 𝐿𝐻 =

{(𝑠𝜃(𝑖), 𝑙ℎ(𝑠𝜃(𝑖))) |𝑠𝜃(𝑖) ∈ 𝑺}  is a linguistic hesitation fuzzy set. 𝑙ℎ(𝑠𝜃(𝑖)) = {𝑟1, 𝑟2 ⋯𝑟𝑚𝑖
}  indicates that 

element 𝑠𝜃(𝑖) belongs to all possible membership degrees of set LH, 𝑟1, 𝑟2 ⋯𝑟𝑚𝑖
∈ [0,1]. LHF is used to 

represent all linguistic hesitant fuzzy sets. 

Definition 2  𝐿𝐻 = {(𝑠𝜃(𝑖), 𝑙ℎ(𝑠𝜃(𝑖))) |𝑠𝜃(𝑖) ∈ 𝑺} is a linguistic hesitant fuzzy set.  

𝑖𝑛𝑑𝑒𝑥(𝐿𝐻) = {𝜃(𝑖)| (𝑠𝜃(𝑖), 𝑙ℎ(𝑠𝜃(𝑖))) ∈ 𝑳𝑯, 𝑙ℎ(𝑠𝜃(𝑖)) ≠ {0}}             (1) 

𝐸(𝐿𝐻) = 𝑠e(𝐿𝐻)is the expected function of LH, as shown in Formula 2.𝐷(𝐿𝐻) = 𝑠v(𝐿𝐻) is the variance 

function of LH, as shown in Formula 3. 

𝑒(𝐿𝐻) =
1

|𝑖𝑛𝑑𝑒𝑥(𝐿𝐻)|
(∑

𝜃(𝑖)

|𝑙ℎ(𝑠𝜃(𝑖))|
(∑ 𝑟𝑟∈𝑙ℎ(𝑠𝜃(𝑖))

)𝜃(𝑖)∈𝑖𝑛𝑑𝑒𝑥(𝐿𝐻) )               (2) 

𝑣(𝐿𝐻) =
1

|𝑖𝑛𝑑𝑒𝑥(𝐿𝐻)|
(∑ (

𝜃(𝑖)

|𝑙ℎ(𝑠𝜃(𝑖))|
(∑ 𝑟𝑟∈𝑙ℎ(𝑠𝜃(𝑖))

) − 𝑒(𝐿𝐻))

2

𝜃(𝑖)∈𝑖𝑛𝑑𝑒𝑥(𝐿𝐻) )        (3) 

|𝑙ℎ(𝑠𝜃(𝑖))| and |𝑖𝑛𝑑𝑒𝑥(𝐿𝐻)| are cardinal numbers of 𝑙ℎ(𝑠𝜃(𝑖)) and 𝑖𝑛𝑑𝑒𝑥(𝐿𝐻), respectively. 

Definition 3  LH1 and LH2 are two linguistic hesitation fuzzy sets, so the size relationships between 

LH1 and LH2 are shown in Figure 1. 
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Figure 1: The size relationships between LH1 and LH2. 

1.If 𝐸(𝐿𝐻1) < 𝐸(𝐿𝐻2) , then 𝐿𝐻1 < 𝐿𝐻2. 

2.If 𝐸(𝐿𝐻1) = 𝐸(𝐿𝐻2) , then 

a.If 𝐷(𝐿𝐻1) > 𝐷(𝐿𝐻2) then 𝐿𝐻1 < 𝐿𝐻2. 

b.If 𝐷(𝐿𝐻1) = 𝐷(𝐿𝐻2) then 𝐿𝐻1 = 𝐿𝐻2. 

For the convenience of discussion, this paper assumes that 

𝐿𝐻1 ≤ 𝐿𝐻2 ⟺ 𝐿𝐻1 < 𝐿𝐻2 ⋁ 𝐿𝐻1 = 𝐿𝐻2 

To facilitate calculation and avoid information loss, [13] defined an extended term set 𝑺̅ =
{𝑠𝛼|𝛼 ∈ [0, 𝑡 − 1]} based on the original term set 𝑺 = {𝑠0, ⋯ , 𝑠𝑡−1}. In addition, we stipulate that for any 

𝑠𝛼 , 𝑠𝛽 ∈ 𝑺̅, if α＞β then sα＞sβ. In fact, other types of language term sets can also be set for different 

decision environments. For example, [14] proposed that decision-makers can set a set of language 

terms 𝑺̃ = {𝑠𝑖|𝑖 = 1,2,⋯ , 𝑙} for qualitative measurement, where 𝑙 is odd, and if i＞j then si＞sj. 

Therefore, in this paper, 𝐿𝐻 = {(𝑠𝜃(𝑖), 𝑙ℎ(𝑠𝜃(𝑖))) |𝑠𝜃(𝑖) ∈ 𝑺̅} and 𝐿𝐻 = {(𝑠𝜃(𝑖), 𝑙ℎ(𝑠𝜃(𝑖))) |𝑠𝜃(𝑖) ∈ 𝑺̃} are both 

linguistic hesitant fuzzy sets. The comparison method of linguistic hesitant fuzzy sets in Definition 3 

is still applicable. 

3 ATTRIBUTE REDUCTION METHOD BASED ON THE RESTRICTIVE DOMINANCE 

RELATION 

Rough set theory was first proposed by Polish scholar Pawlak(1982), which was used to deal with 
fuzziness in mathematics. It proposes the idea of attribute reduction, which can simplify problems 

and generate decisions without changing the classification ability. Attribute reduction is one of the 
key contents of rough set theory, which is based on binary relations. The classical binary relations 
are equivalence relations. Later, to meet the needs of practical problems, they were expanded to 

𝐸(𝐿𝐻1) < 𝐸(𝐿𝐻2) 

𝐸(𝐿𝐻1) = 𝐸(𝐿𝐻2) 

𝐿𝐻1 < 𝐿𝐻2 

 

𝐿𝐻1 = 𝐿𝐻2 

𝐷(𝐿𝐻1) > 𝐷(𝐿𝐻2) 

𝐷(𝐿𝐻1) = 𝐷(𝐿𝐻2) 
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similarity relations, fault tolerance relations, dominance relations, etc. [1],[18],[5]Based on the 
attribute reduction method in rough set theory, this paper introduces the limited advantage 
relationship into the identification index system of poor college students with incomplete linguistic 

hesitant fuzziness and uses the discrimination matrix to obtain the attribute reduction of the poverty 
identification index system so that the subsequent poverty degree identification process can be 

optimized. 

4 FUZZY DECISION SYSTEM WITH INCOMPLETE LINGUISTIC HESITANT 

A linguistic hesitant fuzzy decision system can be defined as a quadruple ( U，AT，V，f), as shown 

in Figure 2. 

 

Figure 2: A linguistic hesitant fuzzy decision system. 

where 𝑼 = {𝑥1, 𝑥2 ⋯ , 𝑥𝑛} is a nonempty object set, 𝑨𝑻 = C ∪ {𝑑} is a nonempty attribute set, and 𝑪 =
{𝑐1, 𝑐2 ⋯ , 𝑐𝑛} is a conditional property set. d is the decision attribute, and V is the property value 

range. 𝑓: 𝑈 × 𝐴𝑇 → 𝑉 is the information function. 

Vc =∪ Vcj
, Vcj

= {f(xi, cj)|i = 1,2,⋯ , n}                                    (4) 

𝑉𝑐𝑗
⊆ 𝐿𝐻𝐹 ∪ 𝑅  or 𝑓(𝑥𝑖 , 𝑐𝑗) are language terms. 𝑓(𝑥𝑖 , 𝑑) is a language term. 𝑉𝑑 = {𝑓(𝑥𝑖 , 𝑑)|𝑖 = 1,2,⋯ , 𝑛}, 𝑉 =

𝑉𝑐 ∪ 𝑉𝑑.When the conditional attribute values of some objects are unknown, the information system 

is called an incomplete linguistic hesitation fuzzy decision system, and the unknown attribute is 

represented by "*". 

5 DOMINANCE RELATIONS OF FUZZY DECISION SYSTEMS WITH INCOMPLETE 

LINGUISTIC HESITATION 
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Based on the limited advantage relationship proposed by[20]and the specific background of 
identifying poor students, the advantage relationship of an incomplete linguistic hesitant fuzzy 
decision-making system is given. 

Definition 4 (U, C ∪ {𝑑}, V, f) is an incomplete linguistic hesitant fuzzy decision system. For any 𝐵 ⊆
𝐶, the limiting advantage relationship determined by B is shown in Formula 5. 

𝑹̃𝑩
𝑳 = {𝑥, 𝑦 ∈ 𝑈2: ∀𝑏 ∈ 𝐵, (𝑓(𝑦, 𝑏) ≤ 𝑓(𝑥, 𝑏))⋁(𝑓(𝑥, 𝑏) = 𝑚𝑎𝑥𝑉𝑏⋀𝑓(𝑦, 𝑏) =∗)⋁(𝑓(𝑥, 𝑏) =∗ ⋀𝑓(𝑦, 𝑏) =

𝑚𝑖𝑛𝑉𝑏)}⋃𝐼𝑈                  (5) 

where 𝑚𝑎𝑥𝑉𝑏 = {𝑣 ∈ 𝑉𝑏: ∀𝑣̅ ∈ 𝑉𝑏 , 𝑣̅ ≤ 𝑣}, 𝑚𝑖𝑛𝑉𝑏 = {𝑣 ∈ 𝑉𝑏: ∀𝑣̅ ∈ 𝑉𝑏 , 𝑣 ≤ 𝑣̅}, 𝑉𝑏 is the set of all known attribute 

values of attribute b, 𝐼𝑈 = {(𝑥, 𝑥), 𝑥 ∈ 𝑈}. 

Under this limiting advantage relationship, the restrictive advantage class of x with respect to B is 

shown in Formula 6, where ∀𝑥 ∈ 𝑈𝑥. 

[𝑥]𝐵
𝐿 = {𝑦 ∈ 𝑈: (𝑦, 𝑥) ∈ 𝑅̃𝐵

𝐿}                                                (6) 

The definition of the restricted dominance relation and restricted dominance class obviously has the 
following properties. 

Property 1 (U, C ∪ {𝑑}, V, f) is an incomplete linguistic hesitant fuzzy decision system. If 𝐵 ⊆ 𝐶, then 

1.𝑹̃𝑪
𝑳 ⊆ 𝑹̃𝑩

𝑳  

2. For any 𝑥 ∈ 𝑈, there is 𝑑𝐵(𝑥) ≤ 𝑑𝐶(𝑥). 

Definition 5 (U, C ∪ {𝑑}, V, f) is an incomplete linguistic hesitant fuzzy decision system. If 𝐵 ⊆ 𝐶, then 

1.For any 𝑥 ∈ 𝑈, there is 𝑑𝐵(𝑥) = 𝑑𝐶(𝑥). 

2. For any 𝐵′ ⊂ 𝐵, there is 𝑥 ∈ 𝑈, so that 𝑑𝐵′(𝑥) ≠ 𝑑𝐶(𝑥). Then, B is called a reduction of (U，C ∪ {𝑑}，

V，f). 

Definition 6 (U, C ∪ {𝑑}, V, f) is an incomplete linguistic hesitant fuzzy decision system. 

𝑅̃𝐶(𝑥, 𝑦) = {
{𝑐 ∈ 𝐶|𝑦 ∉ [𝑥]{𝑐}

𝐿 }, 𝑑𝐶(𝑥) ≰ 𝑓(𝑦, 𝑑)

𝐶, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                           (7) 

The matrix 𝑅̃𝐶 = (𝑅̃𝐶(𝑥, 𝑦)|𝑥, 𝑦 ∈ 𝑈) is the resolution matrix of the decision system. 

Theorem 1  (U，C ∪ {𝑑}，V，f) is an incomplete linguistic hesitant fuzzy decision system. If 𝐵 ⊆ 𝐶, 

then B is a reduction of the decision system. ⟺ For any 𝑥, 𝑦 ∈ 𝑈, 𝐵 ∩ 𝑅̃𝐶(𝑥, 𝑦) ≠ 𝜙. 

The proof process of Theorem 1 is shown in Figure 3. 
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Figure 3: The proof process of Theorem 1. 

Proof (1) “ ⇐”: For any 𝑥 ∈ 𝑈, there is 𝑑𝐵(𝑥) = 𝑑𝐶(𝑥). 

By Property 1, it is only necessary to prove that for any 𝑥 ∈ 𝑈, there is 𝑑𝐶(𝑥) ≤ 𝑑𝐵(𝑥). If it is not true, 

then there is 𝑥̅ ∈ 𝑈 such that 𝑑𝐶(𝑥̅) ≰ 𝑑𝐵(𝑥̅). So there is 𝑦 ∈ [𝑥]𝐵
𝐿  such that 𝑑𝐶(𝑥̅) ≰ 𝑓(𝑦, 𝑑). At this time, 

because 𝐵 ∩ 𝑅̃𝐶(𝑥̅, 𝑦) ≠ 𝜙, so there is 𝑏 ∈ 𝐵 ∩ 𝑅̃𝐶(𝑥̅, 𝑦) . According to the definition of 𝑅̃𝐶(𝑥̅, 𝑦), 𝑦 ∉ [𝑥]{𝑏}
𝐿  

and 𝑦 ∈ [𝑥]𝐵
𝐿  are contradictory. So the assumption is wrong and for any 𝑥 ∈ 𝑈, there is 𝑑𝐶(𝑥) ≤ 𝑑𝐵(𝑥). 

Proof: For any 𝐵′ ⊂ 𝐵, there is 𝑥 ∈ 𝑈, so that 𝑑𝐵′(𝑥) ≠ 𝑑𝐶(𝑥). 

For any 𝐵′ ⊂ 𝐵 ,from the conditions: there is 𝑥, 𝑦 ∈ 𝑈, so that 𝐵′ ∩ 𝑅̃𝐶(𝑥, 𝑦) = 𝜙.So 𝑑𝐶(𝑥) ≰ 𝑓(𝑦, 𝑑). For 

any 𝑏 ∈ 𝐵′, there is 𝑦 ∈ [𝑥]{𝑏}
𝐿 ,so 𝑦 ∈ [𝑥]

𝐵′
𝐿 .Therefore, 𝑑𝐵′(𝑥) ≤ 𝑓(𝑦, 𝑑) and 𝑑𝐵′(𝑥) ≠  𝑑𝐶(𝑥). 

Proof (2) “ ⇒” : B is a reduction of (U，C ∪ {𝑑}，V，f). For any 𝑥, 𝑦 ∈ 𝑈, there is 𝐵 ∩ 𝑅̃𝐶(𝑥, 𝑦) ≠ 𝜙. There 

are 2 cases: 

a. If 𝑑𝐶(𝑥) ≤ 𝑓(𝑦, 𝑑),then 𝑅̃𝐶(𝑥, 𝑦) = 𝐶.So 𝐵 ∩ 𝑅̃𝐶(𝑥, 𝑦) ≠ 𝜙. 

b. If 𝑑𝐶(𝑥) ≰ 𝑓(𝑦, 𝑑), using the method of contradiction. Assume 𝐵 ∩ 𝑅̃𝐶(𝑥, 𝑦) = 𝜙, for any 𝑏 ∈ 𝐵, there 

is 𝑦 ∈ [𝑥]{𝑏}
𝐿  that is 𝑦 ∈ [𝑥]𝐵

𝐿 . Then, 𝑑𝐵(𝑥) ≤ 𝑓(𝑦, 𝑑) and 𝑑𝐵(𝑥)=𝑑𝐶(𝑥) ≰ 𝑓(𝑦, 𝑑) are contradictory. Therefore, 

the assumption is wrong. At this time, there is still ∩ 𝑅̃𝐶(𝑥, 𝑦) ≠ 𝜙. 

Proof: For any 𝐵′ ⊂ 𝐵, there is  𝑥, 𝑦 ∈ 𝑈, so that 𝐵′ ∩ 𝑅̃𝐶(𝑥, 𝑦) = 𝜙. 

For any 𝐵′ ⊂ 𝐵 ,from the conditions: there is 𝑥 ∈ 𝑈, so that 𝑑𝐵′(𝑥) ≠ 𝑑𝐶(𝑥). From Property 1, we can 

get 𝑑𝐵′(𝑥) < 𝑑𝐶(𝑥). So there is 𝑦 ∈ [𝑥]𝐵
𝐿 , so that (𝑦, 𝑑) < 𝑑𝐶(𝑥). According to the definition of 𝑅̃𝐶(𝑥̅, 𝑦), 𝐵′ ∩

𝑅̃𝐶(𝑥, 𝑦) = 𝜙. 

6 THE IDENTIFICATION INDEX SYSTEM OF POOR COLLEGE STUDENTS BASED ON 

INCOMPLETE LINGUISTIC HESITATION AND FUZZINESS 

To further improve the accuracy of student funding, in October 2018, the Ministry of Education and 
six other departments issued the Guidance on Doing a Good Job in Identifying Students from 

Economically Difficult Families. This paper refers to the guidance, through consulting relevant 

Step 1
• For any x∈U, there is dB (x)=dC(x).

Step 2
• For any B'⊂B, there is x∈U, so that dB' (x)≠dC(x).

Step 3
• For any x,y∈U, there is B∩R~

C (x,y)≠φ.

Step 4

• For any B'⊂B, there is  x,y∈U, so that B'∩R~
C

(x,y)=φ.
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materials and expert opinions, following the principle of comprehensive, feasible, qualitative and 
quantitative combination, taking into account family economic factors, special group factors, 
emergencies and students' daily consumption outlook, etc., and constructs an identification index 

system of poor college students based on incomplete linguistic hesitant fuzziness, as shown in Figure 
4. 

    

Figure 4: an identification index system of poor college students. 
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The glossary of basic language evaluation terms corresponding to the identification index system of 
poor college students is shown in Table 1. 

Index Glossary of basic language evaluation terms 

Household 
income 

c1 

s1: The per capita monthly income of the family is more than 600 yuan，s2: 

Average monthly household income is between 350 and 600 yuan，s3: Average 

monthly household income ＜ 350 yuan 

Family 

integrity 
c2 

s0: Family integrity，s1: single parent，s2: orphan 

Family health 
c3 

s0: 0 people are sick or disabled，s1: 1 person is sick or disabled，s2: 2 or more 

people are sick or disabled 

Filing 

c4 
0 refers to nonfiling card account, 1 refers to filing card account 

Emergency 

c5 

s0: No emergency，s1: Emergency loss less than 10000 yuan，s2: Loss of more 

than 10000 yuan in an emergency 

Multi child 

study 
c6 

s0: 0 brothers and sisters receive noncompulsory education，s1: 1 sibling 

received noncompulsory education，s2: Two or more brothers and sisters 

receive noncompulsory education 

Daily 

consumption 
c7 

s1: Common moral character and consumption outlook，s2: Good moral 

character and consumption outlook，s3: Excellent moral character and 

consumption outlook 

 
Table 1: The identification index system of poor college students based on incomplete linguistic 

hesitation and fuzziness. 

The indicators of family income include the per capita monthly income and whether they live in poor 
and remote areas. The per capita monthly income directly reflects the economic status of the family. 

Although the family location cannot directly describe the economic status of the family, for families 
living in poor and remote areas with relatively backwards economic levels, there are few 
opportunities to improve their economic income in the short term, and the poverty status is difficult 

to improve. The indicator of family integrity examines whether family members are missing, since 
the financial resources of students from orphan families are limited, and the economic statuses of 

such students is generally more difficult than those of students from non-missing families. Family 
health indicators examine two aspects. First, large treatment fees for sick or disabled family 
members will cause sharp increases in family expenditure. Second, illness or disability will lead to a 

decline in the ability of family members to work, resulting in a sharp decline in family income. The 
index of filing and card establishment is used to check whether students have a filing and card 
establishment account. Poor households with registered cards are targeted for poverty alleviation, 

which shows that their economic conditions have been dire for an extended period of time. The 
indicators of emergencies include family accidents and natural disasters. When family members 

encounter incidents such as car accidents and civil disputes or suddenly encounter natural disasters 
such as earthquakes and floods, family income will decrease, and family burden will increase. The 
indicator of multiple children's schooling mainly focuses on the education expenditure of brothers 

and sisters. Families with multiple children receiving noncompulsory education have a large 
expenditure, and such families are more vulnerable than other normal families. The daily 

consumption indicators reflect the students' ideological and moral character and consumption 
outlook, so the evaluation of students' usual performance by the members of the evaluation group 
is also one of the indicators that needs to be considered when identifying students with financial 

difficulties. 
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7 ATTRIBUTE REDUCTION OF THE IDENTIFICATION INDEX SYSTEM FOR POOR COLLEGE 
STUDENTS 

7.1 Fuzzy Decision System with Incomplete Linguistic Hesitation 

Among the 2019 undergraduate students of the Jiangxi University of Technology, 9 poor students 
were randomly selected, relevant data were obtained, and an linguistic hesitant fuzzy decision-

making system ( U，AT，V，f) was established, as shown in Table 2. 

U c1 c2 c3 c4 c5 c6 c7 d 

𝑥1 {(𝑠2, 0.3)} * 𝑠0 0 𝑠2 𝑠1 {(𝑠2, 0.13), (𝑠3, 0.87)} 𝑠1 

𝑥2 {(𝑠2, 0.3)} 𝑠0 𝑠2 0 𝑠0 𝑠1 {(𝑠2, 0.38), (𝑠3, 0.62)} 𝑠1 
𝑥3 {(𝑠2, 0.3)} 𝑠0 𝑠1 1 𝑠0 𝑠2 {(𝑠1, 0.06), (𝑠3, 0.94)} 𝑠2 
𝑥4 {(𝑠3, 0.3)} 𝑠1 𝑠1 1 𝑠1 𝑠0 {(𝑠2, 0.15), (𝑠3, 0.85)} 𝑠2 

𝑥5 {(𝑠1, 0.6)} 𝑠0 𝑠2 1 𝑠0 * {(𝑠2, 0.18), (𝑠3, 0.82)} 𝑠1 
𝑥6 {(𝑠1, 0.3)} 𝑠0 * 0 𝑠1 𝑠1 {(𝑠2, 0.33), (𝑠3, 0.67)} 𝑠0 

𝑥7 {(𝑠1, 0.6)} 𝑠0 * 0 𝑠0 𝑠1 {(𝑠1, 0.19), (𝑠3, 0.81)} 𝑠0 
𝑥8 {(𝑠1, 0.3)} 𝑠0 𝑠0 0 𝑠1 𝑠0 {(𝑠2, 0.27), (𝑠3, 0.73)} 𝑠0 
𝑥9 {(𝑠2, 0.3)} 𝑠0 𝑠0 0 𝑠0 𝑠1 {(𝑠1, 0.18), (𝑠3, 0.82)} 𝑠1 

 

Table 2: Fuzzy decision system with incomplete linguistic hesitation. 

U = {x1, x2 ⋯ , x9} is the object set, and x1, x2 ⋯ , x9 represent the 9 students. 

AT = C ∪ {d} is a nonempty attribute set, and the conditional attribute set C = {c1, c2 ⋯ , c7} is the 

set of identification indices of seven poor college students in Table 1. Decision attribute d is the 

poverty level, which is generally divided into three levels: special difficulty, general difficulty and 

difficulty. 

V = Vc ∪ Vdis the attribute value range. f: U × AT → Vis an information function. The value range of 

decision attribute d is Vd = {f(xi, d) ∈ S0|i = 1,2,⋯ ,9}. 

S0＝{s0: difficulty，s1: general difficulty，s2: special difficulty}  is the set of basic speech evaluation 

terms.  Vc = ⋃ {f(xi, cj)|i = 1,2,⋯ ,9}7
j=1 . The condition attribute values f(xi, cj) include real numbers, 

language terms, and the form of language hesitant fuzzy sets. The data of an indicator of an 
individual student is marked with an asterisk if it is not provided or missing. The value f(xi, c1) of 

index c1 is determined by the linguistic hesitant fuzzy set {(sθ(i), lh(sθ(i))) |sθ(i) ∈ S̃1}, where S̃1is shown 

in Table 1.  lh(sθ(i)) ∈ H  indicates the degree of subordination of student xi to comment sθ(i) .  H =

{0.3,0.6}. If lh(sθ(i)) is 0.3, student xi lives in nonpoor remote areas; if lh(sθ(i)) is 0.6, student xilives in 

poor and remote areas. When students live in poverty-stricken and remote areas, the possibility of 

their family's economic status being in lh(sθ(i)) for a short time is set as 0.6. The probability that the 

family's economic situation will be in lh(sθ(i)) for a short time when it is greater than that when the 

family lives in nonpoor remote areas is 0.3. The value of indicator c2 is f(xi, c2) ∈ S2, and S2 is the 

basic language evaluation term set of indicator c2. The value of indicator c3 is f(xi, c3) ∈ S3, and S3 is 

the basic language evaluation term set of indicator c3. The value of indicator c4 is f(xi, c4) ∈ {0，1}. 
The value of indicator c5 is f(xi, c5) ∈ S5, and S5 is the basic language evaluation term set of indicator 

c5. The value of indicator c6 is f(xi, c6) ∈ S6, and S6 is the basic language evaluation term set of 

indicator c6. The value f(xi, c7)  of index c7 is determined by the linguistic hesitation fuzzy 

set{(sθ(i), lh(sθ(i))) |sθ(i) ∈ S̃7}, where S̃7 is shown in Table 1.  lh(sθ(i)) ∈ [0，1] indicates the degree of 

subordination of student xito comment sθ(i). Details for all indicators are given in Table 1. 
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With the first student 𝑥1as an example, 𝑓(𝑥1, 𝑐1)= {(𝑠2, 0.3)} represents student 𝑥1's family living 

in nonpoor remote areas, and the per person monthly revenue of the family is between 350 and 600 

yuan.  𝑓(𝑥1, 𝑐2) =∗ indicates that the attribute value of student 𝑥1 on indicator 𝑐2 is not provided or 

missing. 𝑓(𝑥1, 𝑐3) = 𝑠0 means student 𝑥1's family has no illness or disability. 𝑓(𝑥1, 𝑐4) = 0 means that 

student 𝑥1 does not have a registered account. (𝑥1, 𝑐5) = 𝑠2 means that there is an emergency at 

student 𝑥1's home, and the loss is more than 10000 yuan. (𝑥1, 𝑐6) = 𝑠1 indicates that student 𝑥1 has 

one brother or sister receiving noncompulsory education. 𝑓(𝑥1, 𝑐7) = {(𝑠2, 0.13), (𝑠3, 0.87)} means that 

13% of the members of the evaluation group think that student 𝑥1's ideological and moral character 

and consumption outlook are good, while 87% of the members think that student 𝑥1's ideological 

and moral character and consumption outlook are excellent. 𝑓(𝑥1, 𝑑)＝𝑠1 means that the poverty level 

determined by the school for student 𝑥1 is generally difficult. 

7.2 Attribute Reduction 

Based on the data of the incomplete linguistic hesitant fuzzy decision-making system in Table 2, this 
paper performs attribute reduction on the identification index system of poor college students 
constructed in Table 1. Formula 8 can be obtained according to the definition of the limiting 

dominance relationship. 

𝑹̃𝑪
𝑳＝{(𝑥1, 𝑥1), (𝑥2, 𝑥2), (𝑥3, 𝑥3), (𝑥4, 𝑥4), (𝑥5, 𝑥5), (𝑥6, 𝑥6), (𝑥7, 𝑥7), (𝑥1, 𝑥8), (𝑥8, 𝑥8), 

       (𝑥3, 𝑥9), (𝑥8, 𝑥9), (𝑥9, 𝑥9)}                                                                             (8) 

Among them, (𝑥1, 𝑥8) ∈ 𝑹̃𝑪
𝑳 indicates that all the conditional attribute values of student 𝑥1 have limited 

advantages over student 𝑥8. [𝑥1]𝑪
𝑳＝{𝑥1}，[𝑥2]𝑪

𝑳＝{𝑥2}，[𝑥3]𝑪
𝑳＝{𝑥3}，[𝑥4]𝑪

𝑳＝{𝑥4}，[𝑥5]𝑪
𝑳＝{𝑥5}，[𝑥6]𝑪

𝑳＝{𝑥6}，

[𝑥7]𝑪
𝑳＝{𝑥7}，[𝑥8]𝑪

𝑳＝{𝑥1, 𝑥8}，[𝑥9]𝑪
𝑳＝{𝑥3, 𝑥8, 𝑥9}. [𝑥8]𝑪

𝑳＝{𝑥1, 𝑥8} represents the restrictive advantage class of 

𝑥8 with respect to attribute C. 

The resolution matrix of the decision system is obtained from definition 6, as shown in Formula 

9. 

𝑹̃𝑪＝

[
 
 
 
 
 
 
 
 

𝑪 𝑪 𝑪 𝑪 𝑪 𝑐1𝑐2𝑐5𝑐7 𝑐2𝑐5𝑐7 𝑐1𝑐2𝑐5𝑐6𝑐7 𝑪
𝑪 𝑪 𝑪 𝑪 𝑪 𝑐1𝑐3 𝑐3 𝑐1𝑐3𝑐6 𝑪

𝑐3𝑐4𝑐6 𝑐4𝑐6𝑐7 𝑪 𝑪 𝑐6 𝑐1𝑐3𝑐4𝑐6𝑐7 𝑐3𝑐4𝑐6𝑐7 𝑐1𝑐3𝑐4𝑐6𝑐7 𝑐3𝑐4𝑐6𝑐7

𝑐1𝑐2𝑐3𝑐4 𝑐1𝑐2𝑐4𝑐5𝑐7 𝑪 𝑪 𝑐1𝑐2𝑐5𝑐7 𝑐1𝑐2𝑐3𝑐4𝑐7 𝑐1𝑐2𝑐3𝑐4𝑐5𝑐7 𝑐1𝑐2𝑐3𝑐4𝑐7 𝑐1𝑐2𝑐3𝑐4𝑐5𝑐7

𝑪 𝑪 𝑪 𝑪 𝑪 𝑐1𝑐3𝑐4𝑐6𝑐7 𝑐3𝑐4𝑐6𝑐7 𝑐1𝑐3𝑐4𝑐6𝑐7 𝑪
𝑪 𝑪 𝑪 𝑪 𝑪 𝑪 𝑪 𝑪 𝑪
𝑪 𝑪 𝑪 𝑪 𝑪 𝑪 𝑪 𝑪 𝑪
𝑪 𝑪 𝑪 𝑪 𝑪 𝑪 𝑪 𝑪 𝑪
𝑪 𝑪 𝑪 𝑪 𝑪 𝑐1 𝑐7 𝑐1𝑐6 𝑪 ]

 
 
 
 
 
 
 
 

         (9) 

where 𝑹̃𝑪(𝑥1, 𝑥6) in the discrimination matrix 𝑹̃𝑪 is 𝑐1𝑐2𝑐5𝑐7, which means that the decision attribute 

value 𝑓(𝑥6, 𝑑)＝𝑠0 of student 𝑥6 is not greater than the decision attribute value 𝑓(𝑥1, 𝑑)＝𝑠1 of student 

𝑥1. This is mainly because under the condition indicator attribute 𝑐1，𝑐2，𝑐5，𝑐7, the value of student 

𝑥6 is no more restrictive than that of student 𝑥1. According to Theorem 1, the reduction of the 

information system is 𝐵＝{𝑐1，𝑐3，𝑐6，𝑐7}. This reduction shows that in the process of identifying poor 

college students, family income, family health, additional children's schooling and daily consumption 

are the four key indicators. 
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8 CONCLUSION 

To achieve the precise support of colleges and universities for poor students, improve the 
effectiveness of funding and education, and solve the problems of diversity, fuzziness and lack of 

attribute values of identification indicators for poor college students, this paper first constructs an 
indicator system for the identification of poor college students based on incomplete linguistic 

hesitation and fuzziness. The indicator system includes seven indicators: family income, family 
integrity, family health, filing and card registration, emergencies, additional children's schooling and 
daily consumption. Then, based on the survey data, an incomplete linguistic hesitant fuzzy decision 

system is established. Finally, based on the attribute reduction method of the limited dominance 
relationship, according to the attribute discrimination matrix, the attribute reduction of the 

identification index system of poor college students is obtained. The method proposed in this paper 
can fully restore the essential characteristics of each index using multiple types of index attribute 
values. With the help of linguistic hesitant fuzzy sets, it well reflects the dynamic of family economic 

conditions and the students' general performance in ordinary times and truly "lets the data speak". 
The redundant indicator attributes in the identification system of poor students are eliminated 
through attribute reduction, which improves the operability of the identification process of poor 

students and optimizes the subsequent identification of poverty levels. 
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