
244 

 

Computer-Aided Design & Applications, 21(S9), 2024, 244-264 
© 2024 U-turn Press LLC, http://www.cad-journal.net 

 

 

 

Computer-Aided Approach for Personalized Vocal Music 
Instruction and Psychological Awareness in College Settings using 

Fuzzy Logic and Big Data 

Zhiming Ran1*  

1Music College Of Sichuan Normal University, Chengdu 610100, China, 
 zhiming_ran@outlook.com 

 
Corresponding author: Zhiming Ran, zhiming_ran@outlook.com 

Abstract. Vocal music training combined with psychological awareness requires 
fundamental deliberate data assessment for personalized recommendations. 

Considering the music instructions to be adaptable, personalized recommendations 
are provided for the college students undergoing training. For a consistent 

recommendation analysis, an Instruction Validation System (IVS) using fuzzy logic 
(FL) is proposed in this article. The proposed system assesses instruction adaptability 
and personalization validation for the learning students. Both constraints are 

performed in the view of psychological awareness towards learning exhibited by the 
students. In the different learning classroom sessions, the psychological views of the 
student are accumulated as data for which personalization analysis is carried out. 

The FL tailors the inadaptable psychological views for preventing overloaded 
recommendations. This is assessed for personalized instruction adaptability through 

maximum fuzzy derivatives. The derivatives are framed as either adaptable or 
inadaptable based on any psychological view represented as data. Therefore the 
inadaptable data is discarded from representation suggesting an alternate implication 

for the student. This improves the vocal music coexistence with the physiological 
factors preventing overloaded instructions. 
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1 INTRODUCTION 

Personalized vocal music instructions are used to teach or train the music notes to the students. 

Vocal music instructions are provided to college students to learn the workflow of vocal music [11]. 
Instruction such as syllables, voice, notes, lyrics, and pitch are provided during the teaching process 
[26]. Warm-up sessions and practice sessions are also provided to college students to learn vocal 

music properly [29]. Vocal music instruction elevates the music skill and knowledge reaction of music 
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learners. Vocal music instruction is tended to reduce the complexity of the learning process [15]
  

Psychological awareness creates provide mentality among people. The actual goal is to speak 

openly which reduces the stress factors of a person [24]. Psychological awareness sessions are 
conducted for vocal music learning college students [1]. Psychological awareness identifies the 

illness and disorders of the students which produce relevant data for the development process [5]. 
Vocal music learning students faces more pressure over music learning which leads to anxiety 
disorders. Psychological awareness session helps the students to reduce their stress level by 

providing proper self-care routines [12].  

 Vocal music and psychological awareness carry a relationship that leads college students to 

do their work in a sequenced manner [25]. The exact relationship of vocal music with awareness is 
that it creates proper prediction perception for doctors [23]. Vocal music training provides optimal 
self-esteem prediction and estimation services to college students. Vocal music and psychological 

awareness create a mental stability rate among college students [10]. Psychological awareness 
minimizes the depression and stress levels of the students during the vocal music learning period 
[31]. The computer-aided approach could analyze students' vocal abilities and learning styles to 

create customized lesson plans. 

 Big data analysis (BDA) is a process that analyses the patterns and features of an 

application. BDA is used for vocal music instruction and psychological awareness processes in 
educational institutions [14]. BDA based on fuzzy qualifiers is used to analyze the necessary 
information and patterns for the vocal training process [17]. The fuzzy qualifier optimizes the 

phonetic methods to train college students [3]. BDA also evaluates the necessity of psychological 
awareness for college students. BDA improves the efficiency range of the relationship between vocal 
music instruction and psychological awareness [16] [4]. Now the contributions of the article are 

listed below: 

1. Designing an instruction validation system for personalized music recommendation based on 

the psychological views of students and its implication 

2. Performing an adaptable instruction implication using multiple fuzzy derivatives for 
improving the data representation towards psychological views for better co-existence  

3. Performing a data and metric-based assessment for verifying the proposed system’s 
efficiency for different psychological factors 

2 RELATED WORKS 

Wang et al. [28] proposed a new vision-based transcription framework, named MusicYOLO for 
automatic singing transcription (AST) systems. The proposed framework is a note object detection 

that detects the pitch range of audio. A spectrogram peak search is used in the framework to detect 
the spectral features of audio. The spectral features are used in detection that minimizes the latency 
in the computation process. The proposed framework reduces the complexity of singing 

transcription. 

Gao et al. [8] designed an integrated fine-tuning framework for polyphonic music. The designed 

framework is used as a lyrics transcriber which extracts the singing voice of the students. The design 
uses a vocal optimizer to extract the lyrics transcription from both from and back-ends features. The 
vocal extractor optimizes the lyrics of the audio which minimizes the energy consumption in the 

tuning process. The proposed framework improves the performance and feasibility range of the 
systems.  
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Fasciani et al. [6] developed a user-driven adaptive method for vocal control of sound synthesis 
using an unsupervised machine. The necessary information is extracted from human voices which 
produces optimal data for controlling the process. The actual timbre features of voices are also 

detected from the database. The developed method detects the exact synthesizer parameters for 
timbre feature evaluation and detection processes. The developed method controls the unnecessary 

actions which are performed during sound synthesis.  

Yu et al. [30] introduced a hierarchical attention network for melody extraction (HANME). The 
introduced model is mostly used to extract the attention-aware features of the songs. Both spatial 

and temporal features of melody are identified which provide relevant data for the extraction 
process. The introduced HANME uses a music content analysis that analyzes the exact content of 

the melody. The introduced HANME improves the performance range of the extraction process. 

Liao et al. [18] proposed a cross-cultural randomized control for five-element music therapy 
(FEMT). The main aim of the control measure is to identify the exact impact of FEMT. The proposed 

measure detects the actual feeling of the user via music therapy. Music therapy evaluates the 
emotion range of the users which decreases the error in the emotion recognition process. The 
proposed control measure reduces the overall stress and anxiety level of patients.  

Lui et al. [19] designed an emotion-based personalized music recommendation framework for 
emotion improvement systems. Genre features contain details such as the song’s style, album, and 

texture of the songs. The designed framework is used to understand the emotional state of the 
users. A long short-term memory (LSTM) model is implemented in the framework which selects the 
songs based on the user’s needs. The designed framework increases the accuracy of the precise 

recommendation process which improves the efficiency level of the systems.  

Nusseck et al. [21] introduced a long-term voice training program for teachers. The dysphonic 
severity index (DSI) ratio of trained teachers is identified which provides the optimal voice quality 

of the teachers. The long-term training effect minimizes the time spending level over vocal music 
training. Long-term training increases the awareness ratio of teachers which increases the 

performance range in academics. The introduced training program increases the overall quality of 
the voice range of teachers.  

Flock et al. [7] proposed a practitioner consensus-based recommendation method for voice 

healthcare. The proposed method also uses an expert-by-experience view of voice quality. The 
expert-by-experience provides the exact difficult level in voices that are analyzed by the experts. 

Both the physical and method health status of the singers is verified in healthcare centers. The 
mental condition of the singers is improved using the recommended method. The proposed method 
maximizes the effectiveness of healthcare recommendation systems.  

Mao et al. [20] developed a new method to analyze the use of technology in community music. 
The main goal of the method is to investigate older adults’ meaningful participation of adults over-
community music. Intelligent technology is used to recognize the active practice ratio in the vocal 

training process. The developed method is mostly used to identify the active participation level of 
adults that enhances the efficiency range of community music.  

Hong Yun et al. [13] proposed a decision-support approach for network games in music 
education. Machine learning (ML) and artificial intelligence (AI) technologies are implemented in the 
approach to track the transition of sounds. The fuzzy analytical hierarchy process (Fuzzy AHP) is 

used in the approach to analyze the music instruction which is provided by AI.  The proposed 
approach increases the accuracy of learning particular music for the learners. 

Tang et al. [27] introduced an intelligent-deep learning-enabled recommendation algorithm. The 

introduced algorithm is mainly used for teaching music to students. A deep belief neural network 
(DBN) model is used to identify the necessary parameters for the teaching process. The actual 
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parameters and features of music are identified from the hidden factors of music. The DBN model 
increases the speed ratio in teaching which improves the performance level of music-learning 
students.  

Garg et al. [9] designed a machine learning (ML) model for mapping using physiological signals. 
The designed model predicts the actual mood of the songs based on the signals. The ML model also 

detects the emotion of users using physiological signals that are generated during listening to music 
or songs. The ML model observes the mood and feeling capacity of the users. The designed ML model 
improves the mental health condition range of the users. 

Pérez-Marcos et al. [22] introduced a new multi-classification platform for music using a multi-
agent system. A feature extraction method is used here to extract the necessary information for the 

classification process. A content analysis technique is also used in the platform the analyze the 
relevant data for the emotion classification process. The content analysis predicts the exact class or 
types of emotions based on physiological signals. The introduced technique classifies the exact types 

of emotion that minimize the complexity in further evaluation processes. 

Chang et al. [2] developed a reinforcement personal music recommendation system (RPMRS). 
The main aim of the model is to solve the problems which are occurred during the music 

recommendation process. The actual preference of users is identified using a reinforcement 
algorithm. The developed RPMRS extracts the wavelet of music and lyrics of the songs to recommend 

the proper album for the users. Experimental results show that the developed RPMRS model 
improves the efficiency of music recommendation systems.  

The vital goal is to empower students to express themselves confidently and creatively through 

the art of singing. Vocal music teaching with psychological awareness involves recognizing the 
unique needs and challenges of students and addressing them through a holistic approach. It 
emphasizes understanding the psychological aspects of learning, such as self-esteem, motivation, 

and emotional well-being. By creating a supportive and nurturing environment, teachers can 
enhance the students to express themselves to build confidence in their abilities. This approach 

recognizes the inseparable connection between the mind and voice, allowing students to develop 
not only their technical skills but also their emotional and psychological growth as musicians. 
Personalization in vocal music teaching involves adapting instructional approaches and content to 

meet the individual needs, abilities, and musical interests of each student. Vocal music training 
corroborated with psychological awareness needs essential intentional information evaluation for 

personalized suggestions. Contemplating the music requirements to be conformable, customized 
suggestions are executed for college students experiencing vocal musical training. 

3 INTRODUCING THE DATA 

We exploit the data provided in [32] for analyzing the personalized recommendations over 
psychological factors. The psychological factors are identified using two stealthy emotions: Valence 
and arousal over the 4 mood expressions: tension, sadness, peace, and happiness. From 329 piano 

pieces and 12 pitch notes the psychological emotions are estimated. The pitch’s distribution for the 
4 psychological emotions is illustrated in Fig. 1. 

The above representation is the probability distribution for 4 emotions peace, tension, happiness, 
and sadness. This PDF is analyzed for the arousal and valence variation for different psychological 
views. The fuzzy derivatives for different pitches that recognize the personalized recommendation 

are derived from the optimal outputs. The optimal outputs are extracted based on the psychological 
score obtained from different training sessions. Therefore the number of pitches used for reference 
by their optimal values for new derivatives (Refer to Fig. 1). 
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Figure 1: PDF of different emotions. 

4 INSTRUCTION VALIDATION SYSTEM (IVS) USING FUZZY LOGIC (FL) 

Teaching vocal music to students involves nurturing their unique voices, focusing on vocal techniques 

like pitch accuracy, etc. Vocal teachers provide individual and group lessons to develop ensemble 
singing and harmonization skills. For a compatible submission examination, an Instruction Validation 

System (IVS) using fuzzy logic (FL) is proposed in this article. The proposed system estimates the 
specification malleability and personalization evaluation for the learning students. An illustration of 
the proposed validation system is given in Fig. 2. 

Vocal music is trained for college students with the psychological awareness to enhance their 
confidence and skills. The personalized instructions are assembled based on the individual student’s 

psychological views. The psychological views are the big data that is sent to the fuzzy process as 
the input to determine the derivatives if it is adaptable or inadaptable. This proposed system 
corroborates instruction adaptability and personalized evaluation for the students who undergo vocal 

music training. Both restrictions are accomplished from the perspective of psychological awareness. 
During the various training sessions, the psychological suggestions of the students are assembled 
as the big data for the further fuzzy process. After that, the adaptable and inadaptable derivatives 

are estimated from the psychological views of the students. 
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Figure 2: Illustration of the proposed validation system. 

Then the inadaptable derivatives are discarded to prevent the encumber recommendations in the 

analysis process. From this, the optimal fit is evaluated which is the maximum number of fuzzy 
derivatives. Hence depending on the previous recommendations fit and then the musical instruction 
data, the personalized instructions are assembled for future training procedures. Based on the 

personalized instructions, the recommendations are given to enhance the psychological views of the 
students and also enhance the skills of the students in vocal music. This ameliorates the vocal music 

concurrence with the physiological characteristics intercepting overloaded instructions. Vocal music 
is educated to college students with various training sessions. This training helps in enhancing the 
skills of the students in vocal music through the holistic method. The process of providing the training 

to the students is explained by the following equation (1) given below: 

𝛼𝑖𝑗(𝑎𝑖) = ∑ [
(𝑎𝑖−𝛼𝑖𝑗)

2

𝑛𝑗
2 ]𝑛=1

𝑎𝑗 = ∑ [
−∑ (𝑎𝑖−𝛼𝑖𝑗)

2
𝑛=1

𝑛𝑗
2 ]𝑛=1

= ∑ [
−||𝐴−𝑎𝑗||

𝛼𝑖𝑗
]𝑛=1

𝑎𝑖 =
𝑛𝑗

∑ 𝛼𝑛𝑛=1
    

𝑤ℎ𝑒𝑟𝑒 𝑗 = 1,2,… , 𝑛 }
 
 
 
 

 
 
 
 

                                                                                      (1) 

Where 𝛼 is denoted as the vocal music education content, 𝑖 is represented as the training sessions, 𝑗 
is denoted as the skills of the students, 𝑛 is represented as the enhancement of the holistic approach 

to estimate the big data of psychological views of the students. In the vocal teaching sessions (𝑎𝑖), 

efficiency is determined by the holistic approach  (
𝑛𝑗

∑ 𝛼𝑛𝑛=1
) .  The training helps the students in 

enhancing their skills and their confidence in vocal music. The individual students’ suggestions are 
contemplated in this method to modify the training sessions with high preciseness.  

𝛽(𝑎) = ∑ 𝑤𝑛 ∙ 𝛼𝑛𝑛=1

𝛼 = {((𝛼1, 𝑤(𝛼1)), (𝛼2, 𝑤(𝛼2)), … , (𝛼𝑛, 𝑤(𝛼𝑛)))}

𝛽 = {((𝛽1, 𝑤(𝛽1)), (𝛽2, 𝑤(𝛽2)), … , (𝛽𝑛, 𝑤(𝛽𝑛)))}

𝑤(𝛼𝑖), 𝑤(𝛽𝑖) = ∑ (𝑛=1 𝛼𝑖 + 𝛽𝑖) 

𝛽 = [
𝛽1
⋮
𝛽𝑛

]

= [
𝑤1(𝛼, 𝛽)

𝑤2(𝛼, 𝛽)
]

𝛽𝑛(𝛼, 𝛽) =
2𝑤(𝛼,𝛽)

𝑤(𝛼)+𝑤(𝛽) }
 
 
 
 
 
 

 
 
 
 
 
 

                                      (2) 
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The process of enhancing the student’s skills is explained by the following equation (2) given above. 
Where 𝛽 is represented as the efficaciousness of the training session, 𝑤 is denoted as the student’s 

performance in the assessment after the vocal music training session. By contemplating the vocal 
music content and its efficiency, the estimation of the student's performance is happening for the 

further process  (𝛽𝑛(𝛼, 𝛽) =
2𝑤(𝛼,𝛽)

𝑤(𝛼)+𝑤(𝛽)
). From the training sessions, the psychological views of the 

students about vocal music training are evaluated for the fuzzy process. Psychological views of 
students regarding vocal music training vary. The view changes are observed based on the pitch 

regulations observed tentatively. This tentative computation is presented in Fig. 3.  

 

Figure 3: Tentative changes observed. 

The changes for (happiness and peace), and (tension, sad) are analyzed for the varying instructions. 

This tentative change expediates multiple derivatives of the fuzzy process until a minimum change 
or maximum co-existence is observed. The co-existence is observed as a part of normalized results 

across various  (𝛼, 𝛽)  provided  𝜔(𝛼) + 𝜔(𝛽)  achieves high suggestions. Based on the available 

derivatives the optimal output (of either) is validated (Fig. 3). Some students perceive it as a means 
of self-expression and a way to enhance their confidence and creativity. Others view it as a source 

of stress and performance anxiety. Some students find it therapeutic, helping them relax and 
manage their emotions. Overall, individual perspectives on vocal music training are assembled to 

alter the further training sessions to achieve the successful maximum outputs from the students. 
The process of assembling the psychological views of the students is explained by the following 
equation (3) given below: 

𝑤(𝛼) = 𝑤(𝛼) − ∑ (𝛼, 𝛽, 𝑛𝑗)𝑛=1

𝑤(𝛽) =
∑ 𝜂(𝛽𝑖𝑖=1 )(𝛽𝑖)

∑ 𝜂(𝛽𝑖𝑖=1 )

𝜂𝑖 = {
1 ∑ 𝑤𝑖𝑗𝜂𝑗 > 𝛼𝑖𝑗=1

−1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝜂𝑖𝑗 =
1

2
∑ (∏ 𝛽𝑖𝑗𝑗=1 )𝑛=1

𝛽𝑖𝑗 = {
(1 − 𝜂𝑖) 𝑖𝑓  𝜂1 
(1 + 𝜂𝑖) 𝑖𝑓  𝜂1

𝜂 = −
1

3
∑ ∑ ∑ 𝑤𝑖𝑗𝑛𝑗𝑖 𝜂𝑖𝜂𝑗𝜂𝑛

=
1

2
∑ ∑ 𝑤𝑖𝑗𝜂𝑖𝜂𝑗𝑗𝑖

= ∑ 𝑤𝑖𝑖 }
 
 
 
 
 
 

 
 
 
 
 
 

                                                                     (3) 
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Where 𝜂 is denoted as the psychological views of the students about the vocal music training session. 

It assembles all the aforementioned characteristics for the evaluation of the psychological views of 

the students (𝜂 = −
1

3
∑ ∑ ∑ 𝑤𝑖𝑗𝑛𝑗𝑖 𝜂𝑖𝜂𝑗𝜂𝑛).  The psychological views of the students are necessary for 

the further fuzzy process to estimate the type of derivatives and to enhance the skills of the students 

in music education. By considering their psychological views, the derivatives are determined for the 
estimation of the maximum number of successful derivatives. The psychological views and the 
personalized validations are considered for the fuzzy process. The process of resolving the big data 

in the psychological views of the students is explained by the following equation (4) given below: 

𝜏𝑖 = {
(𝑤𝑖,𝜂𝜏(𝑤𝑖))

𝑤𝑖∈𝛼
}

𝑤ℎ𝑒𝑟𝑒  0 ≤ 𝜂𝜏(𝑤𝑖) ≤ 1
𝛽𝑖 = 𝛼
𝛽𝑖
, = 0

𝛽𝑖 ≥ 𝛼
𝛽𝑖
, = 1

𝜏𝑖 = ∑ 𝛽𝑖
(3)

𝑛=1 + ∑ 𝛽𝑖
(2)

𝑛=1 + ∑ 𝛽𝑖
(1)

𝑛=1

𝛽𝑖
(𝑛)

= {
1 𝜂𝑖
0 𝜂𝑛

∑ 𝜏𝑖𝑗 = ∑ √
1

𝜂𝑖𝑗
(𝜏𝑖 − 𝑤𝑖)2𝑛=1𝑛=1 }

 
 
 
 
 
 

 
 
 
 
 
 

                                                    (4) 

Where 𝜏 is represented as the big data from the student’s performance through the assessment. The 

big data is analyzed from the assessments and the performance of the students in it (𝜏𝑖 = {
(𝑤𝑖,𝜂𝜏(𝑤𝑖))

𝑤𝑖∈𝛼
}). 

Now the psychological views are the big data sent to the fuzzy process to determine the derivatives. 
The number of pitch derivatives extracted is illustrated in Fig. 4. 

The pitch variations across its deviating derivatives are coupled into derivative groups. Based on 

 (𝐴, 𝐴#) or (𝐵, 𝐵#) or (𝐶, 𝐶#), … . . (𝐶, 𝐹#) = 0 the maximum 36-6=30 optimal solutions are expected. If the 

optimality regardless of the 30 inputs is modified then new derivatives for the same groups are 

identified. In this identification process, personalized recommendations are exploited. The 
personalization is varied based on its effectiveness (Fig. 4). 

 

Figure 4: Pitch extraction derivatives. 

In this process, the feature of the derivatives is estimated as whether it is adaptable or inadaptable. 

The fuzzy logic process helps in identifying the adaptability of the training sessions through the 
psychological views of the students. Derivatives verification of vocal music sessions through the 
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psychological views of students involves assessing the impact of the training on their mental well-
being. This procedure is done by observing their levels of overall satisfaction with the vocal music 
training sessions. It also involves observing changes in their confidence, emotional regulation, and 

self-expression abilities.  

𝜋 = ∑
𝑤𝑗𝛼𝑖

𝑤𝑗

𝑛
𝑗=1

𝑤1 = 𝜏(𝛼𝑎, 𝛽𝑏)

𝑤2 = 𝜏(𝛼
𝑎)

𝜋 =
𝑤1𝜏1+𝑤2𝜏2

𝑤1+𝑤2

𝑤(𝜋′) = {
1 𝑤(𝜋′) > 𝑤(𝜋)

−𝑤(𝜋′)−𝑤(𝜋𝑖)

𝜏
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝜏 = {𝛼𝑖 , … , 𝛼𝑛}

𝑤ℎ𝑒𝑟𝑒 𝑖 = 1,2,… , 𝑛

𝜏𝑗 = ∑ 𝛼𝑖𝑗𝑎𝑖 → ∑ 𝛽𝑖𝑗𝑎𝑖
𝑖
𝑛=1

𝑖
𝑛=1 }

 
 
 
 
 

 
 
 
 
 

                                                      (5) 

Such verification allows for a comprehensive understanding of the psychological benefits and effects 
of vocal music training on students. The process of determining the derivatives of the students 
through their psychological views is explained by the following equation (5) given above. Where 𝜋 
is denoted as the derivatives of the training session by the students. The student's performance and 

their derivatives  (𝑤(𝜋′))  are contemplated to determine whether it is adaptable or not  (𝜏𝑗 =

∑ 𝛼𝑖𝑗𝑎𝑖 → ∑ 𝛽𝑖𝑗𝑎𝑖
𝑖
𝑛=1

𝑖
𝑛=1 ). If the derivative is inadaptable then it is discarded for the prevention of the 

overloaded instructions. To avoid overwhelming instructions during vocal music training sessions, it 
is significant to discard in-adaptable derivatives from the teaching approach, considering the 
students' psychological perspective. By doing so, educators can tailor their instructions to individual 

learning styles and abilities, ensuring a more effective and engaging learning experience. The 
process of discarding the in-adaptable derivatives for the prevention of the overwhelming 

instructions is explained by the following equation (6) given below: 

𝑑𝑎𝑖

𝑑𝑡
= ∑ 𝜌𝑖𝑗(∏ 𝑎𝑖(𝑡)

𝛼𝑖𝑗
𝑖 )𝑗=1

𝑓𝑜𝑟 𝑖 = 1,2… , 𝑛

𝛽𝑛+1 = 𝛽𝑛 +𝑤𝜏(𝑡𝑛, 𝛽𝑛)
∀𝑛 = 0,… , 𝜏 − 1

𝛽𝑛+1 = 𝛽𝑛 +
𝑛

𝜏
(𝑤1 + 2𝑤2 + 2𝑤3 + 𝑤4)

𝑤1 = 𝜏(𝑡𝑛, 𝛽𝑛)

𝑤2 = 𝜏 (𝑡𝑛,
1

2
𝛽𝑛,

1

2
𝑤1)

𝑤3 = 𝜏 (𝑡𝑛,
1

2
𝛽𝑛,

1

2
𝑤2)

𝑤4 = 𝜏(𝑡𝑛, 2𝛽𝑛, 2𝑤3) }
 
 
 
 
 

 
 
 
 
 

                                                     (6) 

Where 𝜌 is represented as the process of eliminating the in-adaptable derivatives. Now from the 

acquired adaptable derivatives, the optimal fit is determined where the maximum numbers of 
successful adaptable derivatives are happening. In vocal music training sessions, estimating the 
psychological views of the students helps in determining the optimal fit and involves analyzing and 

evaluating the acquired adaptable derivatives. The adaptable and in-adaptable derivative 
classification is analyzed in Fig. 5. 
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Figure 5: Adaptable and inadaptable derivative classification. 

The  𝜔(%) across the adaptable and–adaptable features are validated in the above Fig. 5. The 
𝑑𝑎𝑖

𝑑𝑡
 

derivatives are used  ∀𝑖 = 𝑛 to improve the  𝛽𝑛+1 chances for improving adaptability. Besides at some 

points where 𝜏(𝑡𝑛, 2𝛽𝑛, 2𝜔𝑛) is greater than 𝛽𝑛 the inadaptability is high. This is suppressed using the 

consecutive  𝜔1 to  𝜔𝑛 derivatives preventing personalization adaptability. Therefore a new set of 

instructions is augmented for providing optimal results (Fig. 5). This process helps the instructors 
identify the most suitable techniques and teaching methods that corroborate every student's 

uniqueness. By tailoring the training to individual needs, instructors can maximize the effectiveness 
and efficiency of the sessions, facilitating better skill development, and overall growth in the 
students' musical knowledge.  The process of identifying the optimal fit from the adaptable 

derivatives is explained by the following equations (7) & (8) given below: 

𝜑 =
1

∑ 𝑎𝑗(𝐴(𝛼))𝑗=1
(
1

𝜌1
)

∑ 𝑎𝑗(𝐴(𝛼)) ≤ 𝜌2(∑ 𝑎𝑗(𝐴(𝛼))𝑗=1 ) ≤ ∑ 𝛼𝑗(𝛼(𝐴))𝑗=1𝑗=1

𝜌(𝛼∗) = {

(−1,1) 𝑖𝑓 𝛼 ∈ 𝑇

(−
1

2
,
1

2
) 𝑖𝑓 𝛼 ∈ 𝑇′

(0,0) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝜏(𝜌1,∪ 𝜌2) = 𝜏(𝜌1 ∪ 𝜌2)

= 𝜏(𝜌1 ∩ 𝜌2)

≥ 𝜏(𝜌1) ∧ 𝜏(𝜌2)

= 𝜏(𝜌1) ∨ 𝜏(𝜌2) }
 
 
 
 
 

 
 
 
 
 

                                           (7) 

 
𝛽𝑗 ≥ 𝛽𝑗1 +𝑤(𝛽𝑗2 − 𝛽𝑗1)

𝛽𝑗 ≤ 𝛽𝑗3 + 𝑤(𝛽𝑗2 − 𝛽𝑗3)

𝛽𝑗1 = 𝑎1 + ∑ 𝑎𝑖1𝛼𝑖𝑗𝑖=1

𝛽𝑗2 = 𝑎2 + ∑ 𝑎𝑖2𝛼𝑖𝑗𝑖=1

𝛽𝑗3 = 𝑎3 + ∑ 𝑎𝑖3𝛼𝑖𝑗𝑖=1

𝛽𝑗1 ≤ 𝛽𝑗2 ≤ 𝛽𝑗3
𝑎𝑖1 ≤ 𝑎𝑖2 ≤ 𝑎𝑖3
𝑖 = 0,1… , 𝑛
𝑗 = 1,2, … , 𝑛 }

 
 
 
 
 

 
 
 
 
 

                                                                                           (8) 
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Where 𝜑 is represented as the optimal fit from the derivatives, 𝑇 is represented as the maximum 

number of successful adaptable derivatives. The optimal fit is estimated from the assembled 

aforementioned characteristics  (𝜑 =
1

∑ 𝑎𝑗(𝐴(𝛼))𝑗=1
(
1

𝜌1
)) . From the optimal fit, personalized 

recommendations are assembled. Here the elimination of the overfit is happening and by 

contemplating the previous recommendations and music instruction data, the personalized 
recommendations are modeled. The optimal fit output extraction process is illustrated in Fig. 6. 

 

Figure 6: Optimal fit output extraction. 

The derivatives are used for identifying fitness with the available instructions. First, the adaptability 
is verified using 𝜓 across  𝑇 provided the new recommendation. Based on the recommended output 

the optimal grouping is performed. If the grouping achieves less conditional satisfaction for  𝛽𝑗𝑖 ≤

𝛽𝑗𝑠and 𝛼1 ≤ 𝛼𝑛 the consecutive optimality is achieved. Contrarily the case of modifications is pursued 

if the classifications (as in Fig. 5) are adapted to prevent abrupt views. Therefore the emotions are 
analyzed for  𝜏(𝑃1 ∪ 𝑃2) and 𝜏(𝑃1) ∩ 𝜏(𝑃2) achieving continuous process. This contrarily increases the 

breaking process if the classification is pursued (Fig. 6). The process of identifying the personalized 
recommendation is explained by the following equation (9) given below: 

(𝑐 + 𝑑)(𝑤) = 𝑐(𝑤) + 𝑑(𝑤)

(𝑐 + 𝑑)(𝑤) = 𝑐(𝑤) + 𝑑(𝑤)

(𝑐 − 𝑑)(𝑤) = 𝑐(𝑤) − 𝑑(𝑤)

(𝑐 − 𝑑)(𝑤) = 𝑐(𝑤) − 𝑑(𝑤)

𝑐𝜑 = {
(𝑐𝜑(𝑤)) 𝑐 > 0

(𝑐𝜑(𝑤)) 𝑐 < 0

𝑐(𝑤) = 𝑑(𝑤)

𝑐(𝑤) = 𝑑(𝑤) }
 
 
 
 
 

 
 
 
 
 

                                                                                     (9) 

 

Where 𝑐 is represented as personalized recommendations, 𝑑 is denoted as the output of the optimal 

fit. By considering the previous training sessions’ suggestions and then the actual music instruction 
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data, the personalized instructions are assembled for future training sessions. And then it is 
explained by the following equation (10) given below: 

 

�̃� = {

𝑎−𝑐+𝜏

𝜏
𝑐 − 𝜏 ≤ 𝑎 ≤ 𝑐

𝑐−𝜑−𝑎

𝜌
𝑐 ≤ 𝑎 ≤ 𝑐 + 𝜑

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑑(𝑤) = 𝑐 − (1 − 𝑤)𝜏

𝑑(𝑤) = 𝑐 + (1 − 𝑤)𝜏

𝜌 − 𝜌 = (𝜏 + 𝜌)(1 − 𝑤)

∑ 𝑎𝑖𝑗(𝑤)𝑗=1 = ∑ 𝑎𝑖𝑗(𝑤)𝑖=1 = 𝛽𝑖(𝑤)

∑ 𝑎𝑖𝑗(𝑤)𝑗=1 = ∑ 𝑎𝑖𝑗(𝑤)𝑖=1 = 𝛽𝑖(𝑤)}
 
 
 
 
 

 
 
 
 
 

                                                                     (10) 

 

Now the modifications are happening in the recommendations according to the personalized 
instructions to enhance the skills and the performance of the students in vocal music education. 
Here the training sessions are enhanced and also the teaching way is improved based on the 

personalized recommendations. Fig. 7 presents the modifications and recommendations for the 
varying 𝑑 from multiple sessions. 

The count presented above illustrates the instructions accounted for different sessions. The 
modifications are pursued across various derivatives for classification. If the classification is induced 

for  𝑑(𝑤)  such that  𝛼𝑖𝑗(𝑤) = 𝛽𝑖(𝑤)  is true. Considerably if  (𝑐 − 𝜏) ≤ 𝑎 ≤ 𝑐  is true then the 

recommendations increase for the varying 𝑑. Hence the number of assessments for  𝑉 = (
𝛽 𝑐
𝑐 𝛽

) is a 

unity output such that  𝑉  is consecutive for reducing the modifications (Fig. 7). The process of 

modifying the instructions depending on the personalized instructions is explained by the following 
equations (11) given below: 

 

   

Figure 7: Modifications and Recommendations for varying 𝑑. 
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𝛼𝑖𝑗 ≥ 0 ⇛ 𝑣𝑖𝑗 = 𝑣𝑖 + 𝑛𝑖 + 𝑛 = 𝛼𝑖𝑗
𝛼𝑖𝑗 < 0 ⇛ 𝑣𝑖𝑗 + 𝑛 = 𝑣𝑖 + 𝑛𝑗 = −𝛼𝑖𝑗

𝑉 = (
𝛽 𝑐
𝑐 𝛽

)

𝑉(𝑤) = (

𝑤1(𝑍)
𝑤2(𝑍)
⋮

𝑤𝑛(𝑍)

)

= 𝑉(𝑧) + 𝑉(𝑤)

=

(

 
 

𝑣1(𝑤) + 𝑣1(𝑤)

𝑣2(𝑤) + 𝑣2(𝑤)

⋮
𝑣𝑛(𝑤) + 𝑣𝑛(𝑤))

 
 

}
 
 
 
 
 
 
 

 
 
 
 
 
 
 

                                                                 (11) 

 

Where 𝑉 is denoted as the process of verifying whether there are over-fit instructions in the training 

sessions for the students. After the verification process, the elimination and the alteration procedure 
takes place in the recommendations which are given based on the personalized instructions and thus 

it is explained by the following equation (12) given below: 

 
𝑆1𝑆2 = (𝛼 + 𝑖𝛽)(𝜏 + 𝑖𝑤)

= (𝛼𝑤 − 𝛽𝑤) + 𝑖(𝛼𝛽 + 𝛽𝑤)

𝑆1 + 𝑆2 = (𝛼 + 𝑖𝛽) + (𝜏 + 𝑖𝑤)

= (𝛼 + 𝑤) + 𝑖(𝛽 + 𝑤)

𝑆1𝑆2 = (𝑤1𝛼
1)(𝑤2𝛼

2)

= (𝑤1𝑤2𝛼
1+2) }

  
 

  
 

                                                                         (12) 

 

Where 𝑆 is denoted as the recommendations based on the optimal fit of the acquired adaptable 

derivatives. Now the instructions are updated and then given to the students which are helping them 

to understand the training sessions of vocal music education. This enhances the capability and then 
the performance of the students in the assessment. The process of updating the instructions based 
on the output of the fuzzy process and the optimal fit is explained by the following equations (13) & 

(14) given below: 

𝑒(𝑤) = (

𝑒1(𝑍)

𝑒2(𝑍)
⋮

𝑒𝑛(𝑍)

)

=

(

 
 

𝑒1(𝑤) + 𝑒1(𝑤)

𝑒2(𝑤) + 𝑒2(𝑤)

⋮
𝑒𝑛(𝑤) + 𝑒𝑛(𝑤))

 
 

𝜌(𝑤) = (

𝜌1(𝑍)
𝜌2(𝑍)
⋮

𝜌𝑛(𝑍)

)

}
 
 
 
 
 
 

 
 
 
 
 
 

                                                                                    (13) 
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𝜆(𝛼) =
𝑎

𝛼′

𝜆(𝛽) =
𝛽

𝛼

𝜆(𝛼)∗ =
𝛽

𝛼∗

𝑎

𝑤
=

𝛼𝜆

𝛼
𝑏

𝑤
=

𝛼𝛽

𝑤(𝛼)∗ }
 
 
 

 
 
 

                                                                                                     (14) 

Where 𝑒 is represented as the updated instructions, 𝜆 is represented as the results of the fuzzy 

process. This process helps in enhancing the co-existence of the vocal music with the students’ 
psychological views on the training session. This process also helps in improving the student’s skills 

and their performance in the assessment. The time taken for the verification of big data and 
personalized instructions is less. Based on the updated psychological views across various 
derivatives, the overloaded instructions for the different pitches are analyzed. The analysis is 

presented in Table 1. 

 
A B C D E F 

Overloaded 

Instructions 

Derivatives 

Classified 
Personalized 

𝑨# 1 0.8 0.2 1.5 0.45 0.75 5 10 5 

𝑩# 0.56 1 0.25 0.25 0.58 0.87 10 30 8 

𝑪# 0.92 0.58 1 0.98 0.21 0.47 18 13 2 

𝑫# 0.14 0.14 0.32 1 0.41 0.96 25 29 8 

𝑬# 0.51 0.32 0.45 0.62 1 0.87 40 15 1 

𝑭# 0.93 0.81 0.14 0.2 0.3 1 47 25 7 

 

Table 1: Overloaded instruction for different derivatives. 

The overloaded instructions for (𝐴, 𝐴#) combinations are restricted using the number of derivatives. 

The valid suggestions that are optimal are handled using multiple  𝛽(𝛼, 𝛽) for which 𝜆(𝛼), 𝜆(𝛽) and 

 𝜆(𝛼)∗ are validated. Considering the combination the available features are extracted for preventing 

multiple assessments. Therefore the  𝑒(𝑤) is extracted for preventing data discards. In the optimal 

grouping, the co-existence of multiple features is pursued for improving the suggestions. Thus the 
suggestion time is confined to highly personalized instructions (Table 1).  

5 PERFORMANCE ASSESSMENT 

The performance of the proposed system is analyzed using the variations over suggestions, co-

existence, data discarding, overloaded instructions, and suggestion time. The variations are music 
instructions between 10 and 140 and the training sessions between 4 and 64. The methods RPMRS 
[2], HE-PS [9], and EPMRF [19] are accounted along the proposed IVS-FL.  

6 SUGGESTIONS 

The execution of the suggestions in the vocal music training session is efficacious in this method by 

using a fuzzy logic system. Using fuzzy logic in vocal music teaching sessions can enhance 
personalized instructions. By incorporating fuzzy logic, instructors can capture the nuances of 
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students' abilities and preferences more accurately. Fuzzy logic allows for flexible and gradual 
adjustments in instruction, accommodating varying degrees of skill levels and learning styles. It 
enables instructors to create customized instructions for the students’ psychological views based on 

the performance of each student in the assessment. This approach promotes more precise and 
adaptive teaching progress which helps in increasing the knowledge of the students in vocal music 

education. Fuzzy logic empowers instructors to fine-tune their instructional strategies to better meet 
the unique needs of individual students in vocal music training. By following so, the enhancement in 
the skills of the students and the teaching ways of the teachers is happening with the help of the 

acquired suggestions (Fig. 8). 

   

Figure 8: Suggestions. 

7 CO-EXISTENCE 

The co-existence of the vocal music is better in this process with the aid of fuzzy logic by determining 
the derivatives of the training sessions. To achieve better vocal music coexistence and prevent 

overloaded instructions in training sessions, it is important to consider physiological factors that 
affect students' performance.  

 

Figure 9: Co-existence. 
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By guiding these physiological factors, instructors can create a supportive and healthy environment 
for students to develop their vocal skills without overloading them with instructions. Using fuzzy 
logic in vocal music sessions can enhance the learning ability and then the knowledge of vocal music 

education. Fuzzy logic can customize instruction based on individual abilities, adjusting difficulty 
levels and pacing to suit each student's needs. It allows for a more personalized and flexible 

approach, taking into account the nuances of students' progress and skill levels. By leveraging fuzzy 
logic, instructors can create tailored sessions and optimize the learning process for the promotion of 
better vocal music sessions for students which results in better co-existence (Fig. 9). 

8 DATA DISCARD  

The data discard is less in this process by using the precise results of adaptable derivatives in the 

fuzzy logic process. In the fuzzy process of identifying adaptable derivatives in vocal music training 
sessions based on students' psychological views, it is important to minimize data discard which is 
the in-adaptable derivatives. This can be achieved by considering a wide range of psychological 

factors that are obtained from the students after the vocal music training sessions. By gathering 
comprehensive data on students' psychological perspectives, educators use the fuzzy logic system 
to make more accurate and suspicious recommendations. 

   

Figure 10: Data discard. 

Reducing data discard ensures that valuable information about students' psychological views is 

utilized effectively, leading to a more personalized and tailored learning experience that served the 
students’ unique needs and enhances their skills and performance in the assessment which is 
conducted after the training session. In this way, the data discarded is lesser in this process with 

the aid of the fuzzy logic process (Fig. 10).  

9 OVERLOADED INSTRUCTIONS 

The overload instructions are lesser in this process by contemplating the precise adaptable 
personalized instructions in the fuzzy logic process. Fuzzy logic primarily assembles the derivatives 
from the training session through the big data psychological views. Fuzzy logic can contribute to 

reducing overloaded instructions in vocal music teaching training sessions. By incorporating fuzzy 
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logic, the vocal music sessions dynamically adjust the complexity and intensity of instructions based 
on each student's individual views. 

   

Fig. 11: Overloaded instructions. 

Fuzzy logic allows for gradual and flexible adaptation, ensuring that students receive instructions at 
an optimal level that suits their current skill level and learning capacity. This helps prevent cognitive 

overload and allows students to absorb the material at a comfortable pace. Fuzzy logic, therefore, 
promotes a balanced and personalized approach to instruction, reducing the risk of overwhelming 

instructions to the students and enhancing their learning experience in vocal music teaching training 
sessions (Fig. 11). 

10 SUGGESTION TIME  

The time taken for the execution of the suggestion is less in the vocal music training session. During 
the various training sessions, the psychological suggestions of the students are assembled as the big 
data for the further fuzzy process. After that, the adaptable and inadaptable derivatives are estimated 

from the psychological views of the students.  

 

Figure 12: Suggestion time. 
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Then the inadaptable derivatives are discarded to prevent the encumber recommendations in the 
analysis process. Based on the personalized instructions, the recommendations are given to enhance 
the psychological views of the students and also enhance the skills of the students in vocal music. 

This ameliorates the vocal music concurrence with the physiological characteristics intercepting 
overloaded instructions. To avoid overwhelming instructions during vocal music training sessions, it 

is significant to discard in-adaptable derivatives from the teaching approach, considering the 
students' psychological perspective. By contemplating the aforementioned characteristics and ways, 
the time taken for the establishment of suggestions is less (Fig. 12). Tables 2 and 3 summarize the 

above comparison with the findings. 

 

Metrics RPMRS HE-PS EPMRF IVS-FL Findings 

Suggestions 31 48 75 101 8.2% High 

Co-Existence 0.297 0.356 0.481 0.6505 9.08% High 

Data Discarding (%) 14.09 33.18 28.67 23.489 7.2% Less 

Overloaded Instructions 47 35 22 14 9.93% Less 

Suggestion Time (s) 4.37 3.01 2.4 1.352 9.75% Less 

 

Table 2: Summary of music instructions. 

 

Metrics RPMRS HE-PS EPMRF IVS-FL Findings 

Suggestions 17 47 75 102 9.1% High 

Co-Existence 0.354 0.438 0.514 0.6819 8.22% High 

Data Discarding (%) 41.45 36.21 31.39 21.713 7.32% Less 

Overloaded Instructions 25 18 10 2 7.39% Less 

Suggestion Time (s) 4.38 3.58 2.54 1.572 9.18% Less 

 

Table 3: Summary of sessions. 

11 CONCLUSION 

Vocal music and psychological emotions are quite blended for deliberate expressions of the learners/ 

students. Based on deliberate expressions, the music instructions for expression validation are 
updated periodically. The updates are performed using psychological awareness and learning 
sequences throughout the learning sessions. Based on the fuzzy optimization and the maximum 

derivatives the awareness is computed from the accumulated data. This process is reliable for 
providing optimal instruction suggestions for providing the least possible overloading. In the 

fuzzification process, the personalization-focused analysis using the adaptability factor is verified. 
The inadaptable instructions are discarded using different derivatives and previous instructions. The 
data representation is varied across multiple alternating instruction implications for psychological 

factors coexistence. Therefore from the data analysis, it is seen that the proposed system is abrupt 
in improving the suggestions by 9.1%, reducing overloading instructions by 7.39%, and suggestion 

time by 9.18% for the varying sessions. 
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