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Abstract. In order to improve the management effect and security of wireless 

medical devices, this paper proposes a method to realize the secure access and 
management of wireless medical devices by using Internet of Things and biometric 

technology, which can not only improve the management efficiency of medical 
devices, but also effectively improve the security of medical devices. Moreover, 
aiming at the outlier problem of medical diagnosis data, an outlier detection method 

based on the law of gravity is proposed. In addition, aiming at the problem that there 
are a large number of default values in medical diagnosis data, a default value 
processing method based on ignoring-deleting-filling is proposed. Finally, this paper 

combines biometric technology and Internet of Things technology to build the 
system. Through the analysis, it can be seen that the proposed method of using 

Internet of Things and biometric technology to achieve secure access and 
management of wireless medical devices can not only improve the management 
efficiency of medical devices, but also effectively improve the security of medical 

devices. 
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1 INTRODUCTION 

Intelligent medical treatment refers to the regional medical and health service mode with personal 
health records as the core, which is established by using diagnosis and treatment technology, 

modern information technology and relies on the information technology platform. Intelligent 
medical treatment is to build a regional medical information platform for health records and use the 
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most advanced Internet of Things technology to realize the interaction between patients and medical 
personnel, medical institutions and medical equipment, and gradually achieve informationization. It 
can also be said that informationization has created intelligent medical care. Moreover, the intelligent 

medical information system integrates all kinds of patient information, which can be used by medical 
staff, government administrators, patients and even other medical service personnel. The integration 

of patients' various information makes medical and health services more convenient, scientific and 
even economical. It is mainly manifested in better availability of medical data, prevention of medical 
errors and unnecessary repeated examinations, cost saving, reduction of waiting time and medical 

expenses, etc. In addition, the overall model of the medical and health industry is constantly 
optimized, so that all components of the medical ecosystem can benefit. 

The industry characteristics of the Internet of Things are mainly reflected in its application field, 
and its application layer combines with industry requirements to achieve intelligent applications of 
the Internet of Things. In the medical field, remote medical applications of the Internet of Things 

technology can achieve intelligent healthcare, which utilizes information recognition technologies 
such as sensors to achieve interaction between patients, medical personnel, medical institutions, 
and medical equipment through the network, achieving intelligent medical services. Intelligent 

healthcare can make hospitals more information-based and improve the efficiency of patients' 
internal settlement and treatment [14]; Being able to achieve medical and health information 

sharing, medical business collaboration, and health business linkage through regional medical 
collaboration, solve the problem of difficult and expensive medical treatment for residents, and 
improve the efficiency of cross regional medical treatment; By focusing on patients and organizing 

remote collaboration between medical personnel and equipment, intelligent healthcare can be 
implemented in all time and space to address issues such as chronic disease prevention and 
treatment, aging society, remote areas, and first aid. Intelligent healthcare provides a solution for 

China's relatively scarce medical human resources and centralized deployment of medical resources 
[12]. 

Biometric recognition has its own natural advantages. The biological characteristics of 
individuals, especially their physiological characteristics, are inherently immutable and have natural 
characteristics such as uniqueness and permanence. Therefore, biometric recognition not only has 

higher accuracy, but also can identify whether someone has multiple identity documents under 
different names without the need for memory, making it difficult to forge. Compared to traditional 

recognition methods, the biometric recognition process can be completed in seconds, making it safer 
and more convenient [3]. Computer-Aided technologies also assist in capturing biometric data 
accurately. Devices such as fingerprint scanners, iris scanners, and facial recognition cameras are 

equipped with sensors and image processing capabilities to capture high-quality biometric samples. 
These devices ensure that the data collected is reliable and suitable for accurate recognition. 
Furthermore, computer-aided systems can provide real-time feedback and guidance during the data 

capture process, ensuring that individuals present their biometric features correctly and optimizing 
the quality of the collected data. 

There are many shortcomings in traditional identity recognition methods. Traditional identity 
recognition methods, such as username and password, have many shortcomings: they are prone to 
theft, loss, or forgetting, and are prone to personal information leakage, identity theft, fraud, and 

so on. Especially in recent years, telecommunications fraud has been frequent, and personal 
information leakage and trading have emerged one after another. Traditional identity recognition 
methods can no longer meet people's needs for identity authentication. Compared to traditional 

identity recognition methods, biometric recognition overcomes the above shortcomings and requires 
the real-time appearance of individuals, which has a strong trend of replacing traditional identity 

recognition methods [18]. 
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Face recognition refers to the use of computer technology to analyze and compare facial videos 
or images, extract effective facial recognition features or information from them, and ultimately 
recognize an individual's identity based on these features or information. Face recognition can be 

divided into two types: visible light face recognition and active light face recognition [10]. 

There is a circular area between the black pupils and the white sclera on the surface of the 

human eye, which is called the iris. The iris exhibits rich texture information under infrared light, 
such as detailed features such as spots, stripes, filaments, crowns, and dimples. Generally speaking, 
an individual's iris begins to develop from the third month of embryonic stage and its main texture 

structure is basically formed by the eighth month. Once an individual's iris is formed, it remains 
almost unchanged for a lifetime thereafter, unless they suffer from certain diseases or undergo 

surgery that endangers the eyes [7]. Iris recognition is the identification of individuals by comparing 
the similarity between their iris features. The higher the similarity, the greater the likelihood that 
the two being compared are the same person. Among all biometric recognition technologies, except 

for DNA recognition, which has not yet been widely used, iris recognition is the most accurate and 
error prone recognition technology. Due to its high accuracy, iris recognition is currently mainly used 
in areas or places with high security requirements, such as the entry and exit of military hospitals 

[15]. 

In order to achieve secure storage and sharing of medical data, many scholars have conducted 

a series of research and exploration. In traditional public key cryptosystems [13], data owners can 
encrypt plaintext with the public key, so that only data users with the corresponding private key can 
decrypt the ciphertext, effectively solving the problem of key distribution in traditional symmetric 

encryption. However, when a large amount of medical data needs to be transmitted, certificate 
management issues in public key cryptography systems will seriously affect the operational efficiency 
of the system [19]. Meanwhile, in most cases, the data owner cannot predict the exact identity of 

the recipient. Therefore, the use of public key cryptography has certain limitations in solving medical 
data access and sharing in cloud storage [16]. Reference [8] proposes the concept of Identity Based 

Encryption (IBE). The proposal of IBE solves the problem of certificate management in public key 
encryption. In IBE, the public key of users is actually related to their social identity information, such 
as their citizen ID card number or telephone number. The encryptor can use a public key created 

with the recipient's social identity to encrypt plaintext. Reference [5] replaces personal identity 
information in IBE with a set of user attributes, dividing ABE into two types: Key. PolicyAttribute 

BasedEncryption (KP-ABE) scheme based on key policy, and Ciphertext. PolicyAttribute 
BasedEncryption (CP-ABE) scheme based on ciphertext policy. In the KP-ABE scheme, ciphertext is 
associated with an attribute set, and the user's keys are associated with an access policy. 

Correspondingly to KP-ABE, in the CP-ABE mechanism, the user's key is associated with an attribute 
set, and the ciphertext is associated with an access policy. Therefore, the difference between KP-
ABE and CP-ABE depends on who determines the access policy in the encryption system [11]. In 

KP-ABE, the access policy is specified by the key, and the ciphertext specifies the set of attributes. 
Only when the set of attributes of the ciphertext meets the access policy specified by the key can it 

be decrypted. In CP-ABE, when a message is encrypted, the user can only decrypt the given 
ciphertext if the attribute set in the user key meets the access policy specified in the ciphertext [2]. 
In order to achieve more flexible access control, reference [4] proposed a KP-ABE scheme to support 

the expression of non-monotonic access policies in keys. However, in KP.ABE, once a user's key is 
determined, their access policy will also be determined, and subsequent encryptors need to compare 
the decryption user's access policy with the access policies of all other users in order to select an 

appropriate set of attributes for the ciphertext. Reference [1] proposed the first CP-ABE scheme. In 
CP-ABE, as data encryptors can freely define access policies, CP-ABE can achieve more flexible 

access control. 
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The difference between biometric recognition and traditional recognition methods lies in the fact 
that biometric information can reveal individual medical information. At present, there is evidence 
to suggest that certain diseases are related to certain special types of biological characteristics, 

which can be used to understand whether individuals have certain diseases or the probability or 
trend of future illnesses. Measurement of palm shape can identify special types of palm shape caused 

by certain diseases, such as gout and arthritis; Certain special types of fingerprints are associated 
with certain chromosomal abnormalities (such as Down syndrome, Turner syndrome, and Klinefelter 
syndrome) [9]; The changes of retinal microvessels may be related to type 2 diabetes and 

hypertension, as well as stroke and cardiovascular death; Infrared cameras used to generate 
biometric templates can also monitor modifications to certain surgical procedures in the body [17]. 

On the one hand, this information can be used to monitor, predict, or assist in diagnosing diseases, 
but if used improperly and leaked to third parties (such as employers, insurance companies, etc.), 
individuals may face discrimination and even stigmatization [6]. 

In this paper, the Internet of Things and biometric technology are combined together, and with 
the support of wireless technology, the safe access of medical equipment is realized, and the safety 
management of equipment data is carried out to improve the stable operation and technical 

management of medical Internet of Things equipment. 

2 THEORETICAL BASIS OF DIAGNOSTIC INFORMATION FUSION BASED ON MEDICAL 

INTERNET OF THINGS 

2.1 Information Foundation of Medical Internet of Things 

In this paper, the research on medical diagnosis assistant decision-making based on evidence theory 

is carried out, and the basic framework of evidence theory based on evidence representation, 
evidence fusion and evidence decision-making is mainly applied, as shown in Figure 1. 

 
Figure 1: Basic Framework of Evidence Theory Application Under the Background of Medical 

Diagnosis. 

The scope of discussion of evidence theory is expressed as a frame of discernment, and the elements 
in it are the research objects of evidence theory. 

If we assume that a finite set 
 1 2, ,..., N   =

 consisting of N elements contains all the 
propositions or hypotheses to be discussed in the system, and the elements in it are mutually 
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exclusive, then   can be regarded as the frame of discernment of the system. The power set of   

is expressed as 
( )P 

, which consists of 2N
 elements and represents the set of all propositions of 

the system: 

1 2 1 2 1 3( ) { ,{ },{ },...,{ },{ },{ },..., }NP         =             
(1)

 

Basic Probability Assignment (BPA): We set the system frame of discrimination as  , and the basic 

probability assignment is defined as a function 
: ( ) [0,1]m P  →

, satisfying the following 
conditions:  

( ) 0m  =
                               

                                                                
(2) 

( ) 1
A

m A


=
         

                                                                                 

(3)
 

For each 
( ), ( )A m A

 is called the basic probability number, which represents the reliability that 
completely contributes to proposition A, that is, m (A) only represents the reliability of A, but does 

not include a subset of A, etc. If m (A) is 0, then proposition A is called focal element of m, and the 
set of all focal elements in m is called Core of m. 

Belief function: When a basic probability number m (A) is given, the reliability function is defined 
as: 

( ) { ( ) | }Bel A m B B A=            
                                                    

(4)
 

Plausibility function: If a proposition is set as A, its inverse proposition is A , which means non-A. 

According to the definition of reliability function, proposition A  represents the reliability of negative 
proposition A, and the plausibility function of proposition A is defined as: 

( ) 1 ( )Pl A Bel A= −                                                                     
(5)

 

The plausibility function is further expressed as: 

 ( ) ( ) |Pl A m B A B =                                   
(6)

 

Under the same frame of discernment  , two independent basic probability assignments are 

expressed as 1m
 and 2m

, and their joint basic probability assignment 1,2m
 is obtained by using 

Dempster fusion rule:  

1 2

1,2

( ) ( )

( )
1

B C A

m B m C

m A
K

 ==
−


                                 

(7)
 

Among them, 
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1 2( ) ( )
B C

K m B m C
 =

=                                               (8) 

The above is a combination formula between two independent evidences. Considering that there are 
usually multiple evidences in real decision-making systems, the following fusion formula between n 

evidences is given: 

1

1

( ) (1 ) ( )
j

n

i j

A A i

m A K m A−

 = =

= −                                       (9) 

( ) 0m  =                                                               (10) 

Among them, 

1

( )
j

n

i j

A i

K m A
 = =

=                                                   (11) 

Dempster combinatorial rule has many excellent mathematical properties, which is the reason why 

it has been widely concerned. In the following, several important mathematical properties are 
introduced: 

1. Commutative law: The sequence of evidence does not affect the fusion result, and the formula is 

expressed as 1 2 2 1m m m m = 
, which is the orthogonal sum.  

2. Associative law: Changing the fusion order of evidence does not affect the final fusion result, and 

the formula is expressed as 
( ) ( )1 2 3 1 2 3m m m m m m  =  

.  

3. Focus: Reliability can focus on a proposition through the fusion of evidence. 

If the basic probability assignment under frame of discernment   is m, and a represents the 

discounting factor, which satisfies 
[0,1]a

, the discounted evidence body 
am is defined as:  

( ) ( ) (1 )m m   =   + −                                            (12) 

( ) ( ), ,am A m A A A=                                    (13) 

If the basic probability on the frame of discernment   is assigned to m, the gambling probability 

transformation 
: [0,1]mBetaP →

 of m is defined as: 

 
,

1 ( )
( )

1 ( )| |m

A w A

m A
betP w

mA  

=
−

                                  (14) 

Because of 
( )=0m 

, the above definition can be abbreviated as: 

,

( )
( )m

A w A

m A
setP w

 

= 
A

                                                 (15) 
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The main function of gambling probability transformation is to transform basic probability 
assignment into probability distribution, so as to facilitate the decision-making process in medical 
diagnosis. 

The above completes the introduction of the relevant knowledge in the application framework of 
evidence theory. In view of the research needs of this paper, the following supplements are made 

to another relevant knowledge. 

If the two evidence bodies defined on the frame of discernment   are 1m
 and 2m

, the evidence 
distance between them is defined as: 

1 2 1 2 1 2

1
( , ) ( ) ( )

2

Td m m m m D m m=  − −                        (16) 

Among them, 1m
 and 2m

 are vector forms of evidence bodies 1m
 and 2m

, and 
D

 is a 2 2  -
dimensional matrix where the elements are: 

( , )
A B

D A B
A B


=

                                               

         (17) 

It is proved that the evidence distance satisfies all distance axioms and satisfies 
[0,1]d

. In 

particular, if propositions A and B have no common elements, then 
=0A B∣ ∣

. The reason is 

that A and B are highly conflicted at this time. 

2.2 Uncertainty of Medical Diagnosis Information-Reliability Entropy 

If an evidence body on the frame of discernment  set by the reliability entropy is m, its reliability 
entropy is defined as: 

| |

( )
( ) log

2 1
d A

A

m A
E m A



= −
−


                                                                 

 (18) 

Among them, A is a focal element in m and 
A

 is the potential of A. The reason is that when the 
basic probability assignment degenerates into probability distribution, the isentropy degenerates 
into Shannon entropy accordingly. 

By analyzing Formula 18, it can be found that isentropy is actually a combined measurement method, 
which can be expressed in the following form: 

| |( ) log(2 1) ( ) log ( )A

d

A A

E m A m A m A
 

= − −                         (19) 

For the convenience of expression, the description of output information of single classifier is given: 

For a classification problem, all classes form a set 
 1 1,c ,...,cmc c=

, each sample corresponds to n 

attributes, which is represented as 1 2 nX={x ,x ,...,x }
, all classifiers in the system form a set 
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1 2{ , ,..., }LC C C C=
, and classifier jC

 outputs the class label of judging sample X as 

 1 2( ) ,c ,...,cj mC X c
. According to different types of output information of single classifier, the 

classification results provided by single classifier are divided into the following levels:  

1. Abstraction layer: Each single classifier jC
 generates only one classification label 

( )jC X
 for a 

sample X;  

2. Sorting layer: each single classifier jC
 generates a classification label sequence for a sample X, 

and the higher the ranking, the greater the possibility of becoming the final classification result;  

3. Metric layer: Each single classifier jC
 generates a classification label set for a sample X, which 

identifies the degree to which the sample X belongs to various labels.  

According to this classification information, the fusion types of multi-classifier system can be divided 

into cascade and parallel from the structural point of view. For cascade mode, the input of the next 
classifier is the output of the previous classifier, while for parallel mode, each classifier is independent 

of each other. Schematic diagrams of the two fusion structures are given in figure 2. As can be seen 
from the cascade mode on the left side, the output of the upper classifier serves as the input of the 
next classifier, thus guiding the classification. For this structure, there are two main fusion methods: 

redefinition method and set reduction method. Because this paper mainly focuses on parallel fusion 
mode, these two methods will not be introduced too much. 

 
Figure 2: Cascade Classifier Fusion and Parallel Classifier Fusion. 

Average method (AF): If the set composed of all classifiers in the system is 1 2{ , ,..., }LC C C C=
 and 

iP
 represents the output result of classifier iC

, the average fusion method is defined as: 

1

1 L

i

n

P P
L =

=                                                                         (20) 
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Weighted average method (WAF): If the set composed of all classifiers in the system is 

1 2{ , ,..., }LC C C C=
 and iP

 represents the output result of classifier iC
, the weighted average 

fusion method is defined as: 

1

L

i i

n

P w P
=

=                                                         (21) 

Among them, iw
 is the weight of the i-th classifier. 

Voting method (MV): If the set composed of all classifiers in the system is 1 2{ , ,..., }LC C C C=
, 

and iI  represents the decision value of the output result iP
 of classifier iC

, the voting method is 
defined as: 

1

1 L

i

n

I I
L =

=                                                                                   (22) 

Weighted voting method (WMV): If the set composed of all classifiers in the system is 

1 2{ , ,..., }LC C C C=
 and iI  represents the decision value of the output result iP

 of classifier iC
, 

the weighted voting method is defined as: 

  

1

L

i i

n

I w I
=

=                                                                            (23) 

Among them, iw
 is the weight of the i-th classifier. 

2.3 Standardized Management of Diagnostic Information Based on Medical Internet of 
Things 

We set the original data set as 
, {1,2,..., }

ij
X i n=

, n as the number of samples, 
{1,2,..., }j m=

, and 

m as the number of attributes. For any two samples ix
 and ex

, the gravitation between them is 
defined as: 

2

i e
ie

ie

M M
F

d


=                                                                  (24) 

Among them, iM
 represents the mass of the sample ix

 and ied
 represents the distance between 

the samples ix
 and ex

. The specific calculation method will be described below. 

For a sample, its quality is defined as the sum of the number of samples with the same attribute 
value under different dimensions, and the mathematical form is defined as: 
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1 1

( , )
m n

i kj ij

j k

M count x x
= =

=                                           (25) 

Among them, the count (x, y) function means that if x=y, the count is added once. The distance ied
 

between samples ix
 and ex

 is defined as: 

1

( , )
m

ie ij ej

j

d d x x
=

=                                                (26) 

Among them, ij ej(x ,x )d
 represents the distance between the attribute values ijx

 and ejx
. Based 

on the above definition, the overall gravity between sample ix
 and other samples can be obtained 

as follows: 

1

n

i ik

k

F F
=

=                                                  (27) 

The idea of outlier detection method based on gravity is as follows: Firstly, the method sets a 

parameter , and if the gravitational force between sample ix
 and other samples is less than 

parameter , ix
 is judged as an outlier. The flow chart of the algorithm is given below (Figure 3). 

 

Figure 3: Flow Chart of Outlier Detection Method Based on Gravity. 
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For a given original dataset ijX
, i= {1, 2,..., n} represents the number of samples n, j= {1, 2,..., 

m} represents the number of attributes m, and the number of missing attributes of sample iS
 is 

A

iN
, then the attribute value missing rate of the sample iS

 is defined as:  

A
A i
i

N
R =

m
                                                             (28) 

For a given raw dataset ijX
, i= {1, 2,..., n} represents the number of samples m, and j= {1, 2,..., 

m} represents the number of attributes m. If the number of samples with missing information under 

attribute jA
 is 

s

jN
, the sample missing rate of attribute jA

 is defined as:  

S

jS

j

N
R

n
=                                                         (29) 

The missing rate of attribute value defines the missing degree of each sample attribute value, and 
the missing rate of sample defines the missing degree of samples under different attributes. After 

defining the missing rate of attribute value and missing rate of sample, the missing threshold of 

attribute value A
 and missing rate of sample s  are used to express the degree that the algorithm 

users can tolerate attribute value missing and sample missing subjectively, respectively. When the 
missing rate of attribute value and missing rate of sample are higher than the corresponding 

thresholds A
 and s , the corresponding samples or attributes will be deleted to ensure the validity 

of the data. Based on the above description, the rules of the deletion method are expressed as 
follows:  

¬ ,
{
¬ ,

A

i i A

ij S

j i S

X R
Y

X R










=


                                               (30) 

For a given raw dataset ijX
, i= {1, 2,..., n} represents n samples and j= {1, 2,..., m} represents 

m attributes. If the set of attribute values not missing under attribute jA
 is 

1 2{ , ,..., }
j j j jl

X X X X =
, the missing attribute value jX  is defined as: 

1

1 l

j ij

i

X X
l



=

=                                              (31) 

For a given original dataset ijX
, i= {1, 2,..., n} represents the number of samples n, j= {1, 2,..., 

m} represents the number of attributes m, and the missing attribute value of sample iS
 under 

attribute jA
 represent jX . If the attribute jA

 is not considered, a new dataset ij n (m-1)(X )   is 
obtained. It is worth noting that this dataset does not contain the default value of the attribute. We 
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choose the appropriate distance measure to calculate K samples closest to the sample iS
, which are 

represented as 1 2{ , ,..., }KS S S
, and the attribute value of each sample under the attribute jA

 is 

represented as 
1 2{ , ,..., }

Kjj jX X X
. According to common sense, the influence of the selected K 

samples on sample iS
 will vary with different distances, so the weight of the selected K samples is 

defined as: 

kd

k e
 − 

=                                                               (32) 

[1, ]

( , )

min ( , )

i k
k

k K i k

d S S
d

d S S

=                                             (33) 

The distance weight is normalized below: 

1

k
k K

kk





=

=


                                                 (34) 

The weights of K samples are obtained, and the following weighted average operation is carried out 

on K attribute values to obtain the missing attribute values of sample is  under attribute jA
: 

1

K

ij k kj

k

X X
=

=                                                (35) 

We randomly select a sample is  under a certain attribute jA
, and the true attribute value of the 

sample is ijX
. At the same time, we assume that the attribute value is the default value, and use 

the average method and the nearest neighbor method to evaluate the missing attribute value, and 

the evaluation results are expressed as 

mean

ijX
 and 

knn

ijX
.  

The real attribute value of sample is  under attribute jA
 is ijX

, and the evaluation value of this 

attribute value is expressed as ijX
, then the proximity  of the evaluation result is defined as: 

ij ij

ij

X X

X


−
=
∣ ∣

∣ ∣
                                                (36) 

The molecular part represents the difference between the estimated value and the true value. It can 

be seen that the smaller the difference value, the smaller the proximity φ, indicating the better the 
evaluation effect, and vice versa. 

After defining the proximity index of the evaluation results, we can calculate the proximity index of 

the evaluation results obtained by the average method and the nearest neighbor method: 
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/ /mean knn

mean ij ij ij kn ij ij ijX X X X X X = −  = −∣ ∣∣ ∣ ∣ ∣∣ ∣
. In this experiment, five attributes are 

randomly selected for the experiment, and 100 samples are randomly selected under each attribute.  

R-type clustering method is widely used in attribute reduction, especially in medical diagnosis. 
Therefore, this paper proposes a new attribute reduction method based on R-type clustering. The 

algorithm is described in detail below. 

(1) Data preprocessing 

Attribute standardization: In order to eliminate the influence of dimensions on clustering effect and 

improve the convergence speed and accuracy of clustering, the following formula is used to 
standardize the original data set: 

jij

ij

j

x x
x

s



−

−
=                                                              (37) 

Among them, i= {1, 2,..., n} represents samples, j= {1, 2,..., m} represents attributes, and the 

mean value jx
 of jx

 is calculated by the following formula: 

1

1 n

j ij

i

x x
n =

−

=                                                      (38) 

The standard deviation js
 of js

 is calculated by the following formula: 

2

1

1
( )

n

jj ij

i

s x x
n =

= −
ˉ

                                              (39) 

2. The coefficient of variation can be used to measure the discrete degree of data. The larger the 
coefficient of variation, the higher the discrete degree of data, the stronger the ability to distinguish 

information, and vice versa. The coefficient of variation of attribute jA
 is defined as: 

j

j

j

s
v

x
−

=
                                                         (40) 

The coefficient of variation threshold is j
. If j jv =

, the attribute jA
 is eliminated, otherwise, it 

is retained. 

(2) R-type clustering 
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The normalized dataset is represented as 

'

ijx
, where i= {1, 2,..., n} represents a total of n samples 

and j= {1, 2,..., m} represents a total of m attributes. The correlation coefficient between attributes 

jA
 and kA

 is defined as:  

1

2 2

1 1

( )( )

( ) ( )

j k

j k

m

jl kll
jk

m m

jl kll l

x x x x
R

x x x x

 

 

 
=

 
=

−

=

−

− −

− −
=

− −



 

                         (41) 

Among them, 

1 1
,

j

m m

kjl kll l
x x x x

m m

 − −

 = = 
. The correlation coefficient matrix is obtained by 

calculating the correlation coefficient between two attributes, which is represented as 
( )0 jk m m

C R


=

. We choose the largest correlation coefficient in 0C
 and set it as pqR

, which means that the 

correlation between pA
 and qA

 is the greatest at this time, then we aggregate them into one class, 
and recalculate the correlation coefficient matrix between the new class and other attributes to get 

( )1 ( 1) ( 1)jk m m
C R

−  −
=

. The above steps are repeated until all attributes are clustered into one class. 
To solve this problem, this chapter puts forward the weighted average coefficient method. 

The weighted average coefficient method assumes that the maximum value of non-diagonal 

elements in matrix *C
 is pqR

, and the new attribute after aggregation of attribute pA
 and qA

 is 

recorded as rA
, then the correlation coefficient between rA

 and other attributes in matrix * 1C +  is 

defined as: 

1
( )jr p jp q jq

p q

R n R n R
n n

= +
+

                                     (42) 

Among them, pn
 and qn

 are the number of attributes in attribute (set) pA
 and qA

, respectively. 
The following is an example to demonstrate the use process of weighted average coefficient method. 

According to formula 20, the correlation coefficient between attribute 14A
 and other attributes in 

matrix 1C
 is calculated: 

1.14 6 16 7 17

6 7

1 1
( ) (0.3270 0.2713) 0.2992

2
R n R n R

n n
= + =  + =

+
                (43) 

This section selects a confidence level of 0.3, as shown in Figure 4, so the attributes can be divided 

into five categories, 
( ) ( ) ( ) ( )

11 12 26 7 1 58 09 1 3, , , , , , ,A A A A A A A A A A A、 、 、
 and 

( )3 4,A A
. Next, the 
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representative elements in each cluster will be extracted according to the clustering results as the 
result of the final attribute reduction.  

In the same way, the correlation coefficient between 14A
 and other attributes can be obtained, and 

the matrix 1C
 can be obtained. This operation is continued until all attributes are clustered into one 

class. Figure 5 shows the result of attribute R clustering of heart disease data set. 

 
Figure 4: The Filling Effect of Attribute Default Values Based on Average Method and Nearest 

Neighbor Method. The Left Side Shows the Proximity Comparison of the Two Filling Results, and the 

Right Side Shows the Statistical Results of Box Chart. 

http://www.cad-journal.net/


97 

 

Computer-Aided Design & Applications, 21(S9), 2024, 82-103 
© 2024 U-turn Press LLC, http://www.cad-journal.net 

 

 

 

Figure 5: Processing Flow of Default Value of Medical Diagnosis Data. 

(3) Extracting representative element 

Taking cluster 
( )

11 126 7 9, , , ,A A A A A
 as an example, the complex correlation coefficients between 

each element in the class and other combined elements are calculated respectively, and 

6 7 9 11 12

2

,( , , , )cA A A A AR
 and 7 6 9 11 12 9 6 7 11 12 11 6 7 9 12

2 2 2

( , , , ) ( , , , ) ( , , , ), ,A A A A A A A A A A A A A A AR R R
 are obtained. Therefore, the 

attribute 6A
 with the largest complex correlation coefficient is selected as the representative 

element, because it can represent the whole cluster to the greatest extent. In the same way, the 

representatives of several other clusters are 6 2 10 5A A A A、 、 、
 and 3A

, respectively. The R-
clustering renderings of attributes of the heart disease data set are shown in Figure 6. 
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Figure 6: R-Clustering Renderings of Attributes of Heart Disease Data Sets. 

3 SECURE ACCESS AND MANAGEMENT OF WIRELESS MEDICAL DEVICES USING 
INTERNET OF THINGS AND BIOMETRIC TECHNOLOGY 

In this system, we focus on protecting users' privacy, and abstract the system model from the 
intelligent medical Internet of Things scene. Specifically, there are three main entities in the system 
model, namely IoT device, client and UBM trainer, as shown in Figure 7 (a). The overall flow is 

summarized in Figure 7 (b). 

 
(a) Medical Device Management System Model using Internet of Things and Biometric 

Technology 
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(b) Overview of the overall process 

Figure 7: System Model. 

When the parameter is updated, the previous gradient will be retained and the current gradient will 
be added. The schematic diagram is shown in Figure 8. The whole surface in the graph represents 

the loss function. The loss function in the graph is convex, but in fact the loss function may have 
multiple local minimum points. 

 
Figure 8: Schematic Diagram of Signal Gradient Processing. 

Due to the limitation of wireless channel quality, hardware design or standard, high-order modulation 
may not be suitable in some situations. Therefore, in order to make the transceiver adapt to different 

channel conditions and modulation methods, this paper proposes a symbol segmentation and 

http://www.cad-journal.net/


100 

 

Computer-Aided Design & Applications, 21(S9), 2024, 82-103 
© 2024 U-turn Press LLC, http://www.cad-journal.net 

 

 

compression method, and uses the algorithm in the second part to perform experimental analysis. 
When generating 6 symbol streams, the symbols in each symbol stream will have different values 
before modulation (as shown in Figure 9) and after IFFT (as shown in Figure 10). Therefore, the 

threshold value of each symbol stream can be set separately so as to increase the compression ratio 
as much as possible while satisfying the maximum allowable distortion requirement. 

                      

(a)                                         (b)                                         (c) 

          

   

                         (d)                                            (e)                                            (f) 

Figure 9:  Symbol Stream Generated Before Modulation. 
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(a)                                         (b)                                      (c) 

  

                                 (d)                                        (e)                                         (f) 

Figure 10: Generation of Symbol Stream After IFFT During Modulation. 

From the above analysis, it can be seen that the proposed method of using Internet of Things and 

biometric technology to achieve secure access and management of wireless medical devices can not 
only improve the management efficiency of medical devices, but also effectively improve the security 

of medical devices. 

4 CONCLUSION 

Medical Internet of Things applies the concepts, tools and technologies of Internet of Things to the 

medical care industry, uses big data, edge computing and other technologies to realize the 
intelligence and personalization of medical processes, and establishes all feasible network services 

to connect available medical resources with various medical services. Moreover, the medical Internet 
of Things makes hospital management safer and more convenient by tracking and monitoring drug 
circulation and managing inventory. In addition, medical equipment is not only advanced, but also 

its data has certain value, so it is necessary to ensure the security of wireless medical equipment. 
This paper combines the Internet of Things with biometric technology, and realizes the safe access 
of medical equipment with the support of wireless technology, and manages the equipment data 

safely, so as to improve the stable operation and technical management of medical Internet of Things 
equipment. After building the model, it can be seen that the proposed method of using Internet of 

Things and biometric technology to achieve secure access and management of wireless medical 
devices can not only improve the management efficiency of medical devices, but also effectively 
improve the security of medical devices. 
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