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ABSTRACT 

 

This paper relies on observation and analysis of a collaborative international digital design 

workshop to propose a situation-mapped neural network model functioning in a virtual 

environment. This model can be used to guide mutual validation and revision with the underlying 

design cognition model. We expect that the results of this work can lead to the establishment of a 

scoring mechanism that can "adapt" to the difficulty of assigned problems, and the mechanism can 

be used to assess students' progress. The mechanism is based on the neural network's calculation of 

the difference between the "output value" and the "desired value." Such a student progress-based 

assessment mechanism can encourage students to select relatively difficult design problems and 

thereby promote more design originality.  
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1. BACKGROUND AND GOALS 

The nature of pedagogy is to strive for a well-functioning "adaptive" system. While there should be positive, flexible 

interaction between the content of instruction and the quality and quantity of learning within such a system, design 

instruction is full of inherent indeterminacy and complexity. Design workshops, which are characterized by short-term 

instruction, are becoming an increasing popular form of international exchange activity. In view of the nature of design 

instruction, are the design results of such design workshops truly able to reflect students' progress? In addition, how 

should design workshops be run, and how should they be assessed? It is absolutely essential that we construct and 

analyze a model of design instruction if we wish to answer these questions. Because neural systems are highly 

"adaptive," they are able to extract, interpret, and use contextual information, adapt their functions, and achieve an 

optimal correspondence between "contextual change" and "needs" (Principe, 2000), e.g. (Fig. 1). This paper therefore 

seeks to explore the following four questions: (1) Can the situations of real world instruction be simulated in a neural 

algorithmic system? (2) If yes, will an algorithmic system simulating design instruction therefore possess the ability to 

analyze, predict, and assess? (3) Can students' progress be measured? If student progress can be used as the basis for 

evaluation, this will encourage students to take on more challenging problems and stimulate more digital design 

originality. (4) After the algorithmic system representing the instructional process is subjected to testing, will it be 

possible to improve the system?  

 

This research first proposes a hypothesis on the basis of a retrospective of the literature, and then participates in 

observation of on-site implementation of experimental design instruction. The stages of this research include (1) 

establishment of a theoretical framework, (2) recording of operating processes at a digital design workshop, (3) 

establishment a neural network-based instructional model, (4) validation of theory, (5) assessment of differences 

between theory and practice, and presentation of conclusions and possibilities for future research.  

 

2. THEORY AND METHOD 

Artificial intelligence experts in the field of design have proposed a long series of "cognitive models" attempting to 

explain designers' design behavior. These models may also be used to guide the development of instructional curricula 

or to develop instructional platforms or computer-aided design tools. A design cycle can be seen from one angle as a 

"problem-solving information transmission process" (Newell, Shaw and Simon 1957). A design cycle therefore needs 

clearly specified steps and well defined plans if it is to avoid becoming an endlessly sprawling decision tree. A revised 

problem-solving process should therefore be linked to a "decision-making circle" (Asimow, 1962). Nevertheless, the 

foregoing type of model suffers from some inherent limitations. While the model is particularly applicable to well-

defined problems, most problems in design are ill-defined (Rowe, 1987). In particular, design "creativity" is often felt to 
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be outside the boundaries of normal practices. Since neural network models are adept at handling ill-defined, 

unstructured problems, and possess scientific algorithms and assessment indicators, they represent a better approach 

for developing "design cognition."  

 

 
Fig. 1. Adaptive System, (Principe, 2000). 

 

Fig. 2. Natural system and formal models, (Principe, 2000). 

 

From another aspect, the results of design creativity are often influenced by the difficulty of the topic. Since, within the 

same period of time, it is easier to get points working on an easy topic than on a hard topic, the number of points 

received in a design competition with different problems (such as a thesis design) certainly cannot accurately reflect a 

student's actual progress. Design educators must dethrone the myth that choosing an easy topic is the way to get easy 

points if they want to encourage more design originality.   

 

The content of this paper is based on observations of a joint international digital design workshop—the Archi, FCU & 

Bartlett, UCL, Digital Architecture Workshop (Su, 2005). We propose a neural network model operating in a virtual 

environment and conforming to circumstances in accordance with the workshop's instructional framework, features, 

and requirements. We then validate and revise the neural network-based instructional model via on-site observation 

and participation in the instructional process, e.g. (Fig. 2). The goal of this research is to verify that a neural network-

based instructional model can improve students' levels within an extremely short period of time. In addition, in a 

virtual environment, the model can simulate the design process via neural network software. The network acquires an 

inference-based predictive ability as it learns. Neural training and testing allows it to derive assessment indicators of 

student progress, and these indicators can be used to establish a scoring mechanism that "adapts" to the difficulty of a 

topic, and can encourage originality in digital design.  

 

3. RESEARCH PROCESS AND RESULTS 

 

3.1 The Archi, FCU & Bartlett, UCL, Digital Architecture Workshop  

International design workshops give students or academics an opportunity to share ideas and achieve progress in 

design learning. This digital architecture workshop involving Feng Chia University and the Bartlett School of 

Architecture of the University College London (UCL) featured an eight-day digital design instructional demonstration 

given by the two Bartlett School lecturers Marcos Cruz and Mariano (Marjan) Colletti, (Note 1). In spite of the short 

length of this activity, it elicited exceptionally high expectations. The workshop required students to establish a division 

of labor and quickly learn new things, while also emphasizing cooperation and the design works' rapid convergence on 

a certain standard, e.g. (Fig. 3). 

 

The intent of this eight-day learning activity (March 2-9, 2005) was to let the participants first "produce their own 

separate works" and then "integrate them into buildings" that are technological "context-aware entities," and also probe 

the feasibility of visual/dynamic "bionics.", or zoomorphic form", (Hugh, 2004). The activity consisted of three phases. 

During the first phase, 26 qualified and selected students formed two groups: the "inhabitable wall" and "sp-line animal" 

groups. The inhabitable wall group attempted to investigate the relationship between the thickness and body of walls, 

and the sp-line animal group focused on the exploration of bionic forms. Six elements (consisting of architectural 

structures and infrastructure) were identified during the second phase in accordance with the attributes of the students' 
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works; these elements were external wall (ex-wall), internal wall (in-wall), canopy, furniture, sensor and cable, and 

animation. The elements were then "integrated." The integrated designs remained in virtual space during the third 

phase, but the computer-aid drawing files were used to control CNC (computer numerical control) machinery cutting 

and bending real materials (wood and metal, etc.) to produce components. The components were then assembled in a 

real world exhibition room. Accompanying the assemblage, all draft models and the animation recording the design 

process were used to display instructional results (Chen, 2005), e.g. (Fig. 4). 

 

 

 

Fig. 3. Poster for the Archi, FCU & Bartlett, UCL, Digital Architecture Workshop. 

 
Fig. 4. Process Flowchart of the Archi, FCU & Bartlett, UCL, Digital Architecture Workshop. 
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3.2 Neural Network Model Reflecting Construction Circumstances  

An artificial neural network uses a computer to simulate the neural activity of living organisms. Neural network systems 

employ parallel and distributed operating elements – "neurons" – and rely on the connections between those elements 

to perform operations. Neural networks are good at simultaneously processing many batches of data. Because neural 

networks adjust the weights of neural connections to converge on a desired output value, there is no need to make any 

prior assumptions about the relationship between the input data and output value. A neural network can analyze the 

mapping between the input data and output value as long as it has enough samples cases to work with. This type of 

"adaptive" computing system is especially suitable for making decisions concerning unstructured problems. A neural 

network is able to learn, recall, and make inferences from input environmental signals (Chang, 2004). Neural networks 

are typically designed according to the following principles: Network architecture is first determined in accordance with 

the complexity of the incident to be processed. Network architecture parameters include the number of neurons, 

number of layers, and whether the network employs a forward-propagation or feedback method. The next step is to 

judge whether the network should employ supervised or unsupervised learning on the basis of whether a desired 

output value exists. The final step is to select an appropriate learning algorithm in accordance with the characteristics of 

problems to be processed (Girosi, 1995). We established a neural network to simulate the instructional process and 

characteristics of the digital design workshop. This network took students' works to be neurons, and used instructors' 

evaluations as an activation function. The successful works gradually converged as they complied with the factory's 

manufacturing requirements. The network was constructed according to the following steps:   

 

3.2.1 Determination of network model 

 
Fig. 5. Chaining of operations in a back propagation algorithm, (Modified from Principe, 2000). 

 

The parallel processing of designs was adopted at the beginning in order to obtain a large quantity of instructional 

results within a very short period of time. Furthermore, in consideration of the very limited budget for constructing 

physical entities and the need to secure students' cooperation, we first encoded the instructional results, i.e. the 

students' works, selected elements from among them constituting different architectural components in accordance with 

the designers' needs, integrated them as a design work, and then selected one of the integrated works, followed by 

production of drawings and construction. The input end consists of multidimensional vectors, while the output end 

consists of a one-dimensional vector. The architecture takes the form of a "multi-layer back propagation network,", e.g. 

(Fig. 5).  

 

3.2.2 Determination of learning attributes 

We adopted "supervised" learning for fast convergence. Supervised learning means that the network weights are 

adjusted in accordance with the "teacher's" desired value (the desired value in this example represents adjustment of 

weights transmitted through the network in accordance with the factory's production restrictions and instructor's 

requirements of the works). Adjustment of weights is performed until the difference between the output value and the 

desired value is less than a certain “threshold value.” 
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3.2.3 Selection of an algorithm 

We selected commonly used least-mean square (LMS) algorithm on the basis of the network's back propagation 

feedback method and the supervised learning attribute. The LMS algorithm adjusts weightw ji , e.g. Eqn. (5), in 
accordance with the steepest descent method in order to find the mean-square-error (MSE), E

Min , e.g. Eqn. (3). The 

MSE is also known as the "cost function," and is an indicator of the error between a neuron's output value Y k , e.g. 

Eqn. (1), and desired value d k . The weight adjustment rate is termed the learning rate, L, e.g. Eqn. (4). The L value 

affects the rate and stability of learning. The following are the major functions and formulas of the LMS algorithm 

(Principe, 2000):  

 

The input value of the jth neuron in the nth layer is a nonlinear function of the (n-1)th layer neuron’s output value 

• Output value of (n-1)th layer:  
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• Weight after adjustment:  
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3.2.4 Principles of data clustering and generalization principles 

 

 
Fig. 6. Cross validation, Early stopping (Principe, 2000). 

The collected data must be clustered. The data is first clustered into two sets—the "training set" and the "testing set." 

We also had to pay attention to the principle of generalization, which means that approximately 10%~20% of the 

back propagation network's training data must be assigned to a "cross validation set." The training set will stop training 

as soon as the cross validation set error starts increasing. This prevents the network from increasing the unknown 

testing set error due to over-fitting of the training set (Hagan, 1996), (Haykin, 1999) , e.g. (Fig. 6). 

 

3.3 Encoding and Neural Network Model Testing  

We had to encode the data in order to perform simulation and verification using the neural network software. The 

students were separated into two discussion groups  (the inhabitable wall and sp-line animal group) during the first 
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phase of the design workshop We encoded the nine works that the instructors selected from each group with two-digit 

numbers; here a prefix "1" indicates the inhabitable wall group (example: 11, 12, 13, etc.) and a prefix "2" indicates the 

sp-line animal group (example: 21, 22, 23, etc.), e.g. (Tab. 1).   

 
Tab. 1. Data Encoding. 

 

3.3.1 Training and establishment of testing set 

 

 
 

Fig. 7. Open review and critique. 

 

During the second phase, on each occasion the students carefully selected four of the foregoing 18 works to serve as 

architectural elements, such as the external wall, internal wall, canopy, and furniture, influencing "style," and integrated 

those elements as a single work. The integrated works were arranged in sequential order, the codes of the four 

architectural elements were recorded, and the integrated works were subjected to open critique, e.g. (Fig. 7). The four 

codes were then used as the "input end" of the training data, while the scores of the integrated works served as the 

"desired values." As shown in Table 2, winning work 3 was composed of 25, 14, 22, and 19, and had a score of 90. 

The data was grouped as two sets: the training set consisting of data randomly selected according to score, e.g. (Table 

3), and the testing set, e.g. (Table 4). The training set and testing set each accounted for 50% of the data times in this 

example.  

 

Tab. 2. Work No. 3 was composed of 25, 14, 22, and 19, and had a score of 90. 

 

We used the neural network software Neuro-Solutions to simulate training. We first selected a network model, namely 

a multi-layer back propagation network, then input the training set data, set the cross validation set perception, selected 

an algorithm (LMS, MSE), selected an activation function (tanh), and adjusted the learning rate. Training ended when 

the cross validation error rose to the early stop point (at MSE = 0.06 in this example) based on generalization, e.g. 

(Fig. 8).  
 



 

Computer-Aided Design & Applications, Vol. 3, Nos. 1-4, 2006, pp 49-58 

 

55 

 
Tab. 3 

 
Tab. 4 

 

3.3.2 Training set and the end of training 

 

 
 

Fig. 8. Training process flowchart for Neuro-Solutions software. 
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3.3.3 Results 

In theory, the training set output value will be extremely close to the desired value once training has been completed, 

and this indicates that the simulated design thinking process now possesses inference ability. The new output value 

should therefore approach the desired value when the "testing set" is used to confirm the training results. Actually, 

though, in line with the principle of generalization, network training ends earlier so as to avoid the over-fitting of the 

training set data. As a result, although the trend predicted by the network using either the training data or testing data 

may largely conform to the expected trend, the actual value may not be exactly the same as the desired value. We may 

assume that if the output value is significantly higher than the desired value, the score inferred by the network is 

likewise significantly higher than the actual scores of the students' works, which suggests that the students must work 

harder. Conversely, when the output value is significantly lower than the desired value, we may conclude that the 

students' level has surpassed the score inferred by the network, e.g. (Table 5). In accordance with these observations, 

student achievements under this instructional framework are influenced by two main types of factors, one of which 

being the students' talent and effort, the other being the difficulty of integrating the selected architectural elements. The 

former is implicit and difficult to measure, while the latter is explicit. Design results can be obtained and expressed as 

the output value of a neural network. This output value can serve as a standard of the difficulty of integrating 

architectural elements. In addition, the difference between the output score of the neural network's "machine 

calculations" and the desired score obtained by "human cognition" provides a yardstick for determining whether a 

student is making progress. It is worth noting that these findings indicate that design learning is not a totally goal-

oriented process. Design learning can be considered a process of dynamically adjusting weights to achieve a 

corresponding "desired value." Table 5 shows that the most progress occurs when the absolute value of the difference is 

large. Although work 3 earned the highest score, work 12 displayed the most progress due to the difficulty of the topic. 

Conversely, instructors need to pay more attention to the relatively poor learning displayed by works 8, 9, 17, and 18.   

 

  

 

Tab. 5.  Marks indicates works for which the difference between the desired and output scores was greater than 10 points. 

 

4. CONCLUSIONS AND RECOMMENDATIONS 

This research uses a neural network system to simulate the design process, and determine students' relative progress on 

the basis of the difference between the network's output value and the desired value. The result of this research was the 

establishment of a scoring mechanism that can "adapt" to the difficulty of assigned problems, and thereby encourage 

students to take on challenging topics and stimulate design creativity. The principles discussed in this paper can also be 

applied to other design education evaluation cases. 

 

Apart from this, the design problems assigned at the Archi, FCU & Bartlett, UCL, Digital Architecture Workshop 

successfully emphasized agile control of the design process. This enabled the relationship between the input data (or 

design) and the output results to be quickly mapped. The neural network architecture enabled the close collaboration 

between the instructors and students to achieve rapid convergence on outstanding design results. This type of topic 

model is different from the conventional one in which input conditions are constrained by rigid rules so that design 

results satisfy the requirements of those rules. The inference process is very time-consuming in the conventional model, 

and inexperienced designers tend to disperse the topic, ruling out convergence. Although this digital design workshop 
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was very short, its design results earned considerable praise. Exhibitions of works from the workshop were held March 

12~18, 2005 at Feng Chia University's Ren-Yan Exhibition Hall, e.g. (Fig. 8), and starting September 9, 2005 at the 

Hamburg Culture Policy Research Institute, Germany. An exhibition is also planned for the Bartlett School of 

Architecture in London after the conclusion of the German exhibition.  

  

Fig. 8. Installation and exhibition in Feng Chia University's Ren-Yan Exhibition Hall. 

The significance of this research lies in its construction of an appropriate cognitive model explaining design instruction, 

and finding an effective assessment approach, or revising the original cognitive model, in order to achieve even better 

instructional effectiveness, facilitating the production of optimal designs. Of course the Archi, FCU & Bartlett, UCL, 

Digital Architecture Workshop may be something of a special case among the mass of joint international design 

activities, and its instructional framework was not necessarily comparable to those employed by other design 

workshops. Design is fundamentally the synthesis of many complex factors and considerations under numerous 

constraining rules and conditions, while also striving for "creativity." We can assess the degree to which design results 

conform to rules or conditions, but creativity that appeals to people's feelings is hard to evaluate. The use of adaptive 

weights by a neural network offers a scientific solution to this type of unstructured mapping problem.   

 

Many types of algorithms have been developed in response to different problems since the first use of neural networks. 

Nevertheless, can feasible neural network theories be appropriately used to improve design instruction? And can they 

be used to construct computer-aided design systems? For instance, it might be more appropriate to use a dynamic 

time-delay neural network if the evaluation of a design work is influenced by the evaluation of the previous work. Or a 

computer-aided design system constructed using a genetic algorithm could employ crossovers and mutations to 

eliminate poor architectural elements at an early stage in order to ensure or improve design quality. We believe that, in 

the field of design, neural networks should not be used exclusively in design education, but also in the development of 

computer-aided design systems.   

 

Note 1:  

Marcos Cruz and Mariano (Marjan) Colletti are partners in both education and practical work. Both have been in the 

doctoral program at the Bartlett School of Architecture, University College London (UCL), since 2000. They helped 

Peter Cook and Colin Fournier design the award-winning Kunsthaus in Graz, Austria in 2000. Completed in 2003, the 

Kunsthaus possesses a biomorphic style and envelope; the points of light on the surface of the building can display 
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constantly changing images (Cook, 2000). This programmable, "context-aware" structure reveals a glimpse of the 

design creativity and experimental instructional thinking of Cruz and Colletti.  
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