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ABSTRACT

We present a novel automated method for capturing real-time 3D facial geometry and
motion. Our method takes as input real-time face point clouds, and uses a deformable
mesh model to fit each point cloud to capture the varying expressions. We propose a
new normal-keeping constraint in the metric for fitting the deformable mesh to the
point cloud, which not only enforces the consistency of vertex normal and intra-frame
vertex motion to achieve automated capture, but also works effectively when the
deformable mesh is very different from the point clouds in geometry. We also propose
a new angle constraint to avoid generating poor triangles on the deformable mesh.
Compared with existing techniques, our method 1) avoids manual selection of feature
points, so it achieves automated capture. 2) avoids unstable optical flow estimation in
traditional automated techniques, so it has high robustness. 3) always maintains good
mesh structure in capture. Experiment results show the efficiency of our method.
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1 INTRODUCTION

Capturing the shape and dynamic performance of a person’s face is an attractive and challenging
problem in computer graphics, not only due to its wide application in synthetic character animation,
expression recognition, face modeling, etc., but also due to its inherent problems in capturing the
accurate facial likeness and behaviors. The real-time point clouds that record the facial geometry and
motion can be acquired with 3D scanner running at video rate, e.g., 24 frames-per-second, or recovered
from the synchronized 2D image sequences with spatio-temporal stereo matching technique [4]. If we
directly reconstruct a mesh on each point cloud to reflect the expression at a certain time, these
meshes may have different connectivity, and not establish the intra-mesh corresponding points that
map to the same point on the person’s face. These limitations make it difficult to accurately reflect the
subtle expressional variations and reanimate the captured expressions. Therefore, we need to build a
sequence of meshes with the same connectivity and integrally represent the mesh sequence with a
single deformable mesh model. The mesh sequence will reflect the time-varying facial expression and
the single deformable mesh model can support further processing such as expression editing, surface
deformation analysis, and so on.

It is difficult to capture dynamics of expression easily and accurately sine the complex anatomical
structure of human face allows for large numbers of subtle expressional variations while humans are
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especially sensitive to any unnatural expressions. Although the amazing realism of the synthetic facial
animation in recent films makes a strong case that these difficulties can be overcome with the aid of
highly skilled artists, tremendous amount of artistry, skill, and time will be spent in manual aid.
Almost all of current capturing techniques need manual intervention to generate adequate details and
realism. Additionally, in many cases, the specific model designed for capturing expressions of a certain
human face may fail in another due to the individual difference among facial structures. Therefore,
study of automated and self-adaptive capturing techniques that could decrease manual intervention
and improve personality adaptability is in urgent need.

[8],[10],[13],[18] take as input the face image data obtained from 2D video sequences, and focus on
accurately capturing facial feature points located around the eyes, nose, mouth, etc. Theses techniques
have relatively low realism because many distinct characteristics of a person’s expression lie in the
subtle details such as wrinkles and furrows, not in the feature points. [3] and [14] compute the
deformable model directly from the regular video streams. However, these techniques produce low-
resolution results, compare to, e.g., structured light stereo.

[1],[7],[15-17] introduce high-resolution deformable models to capture the subtle expressions. [17]
utilizes a high-resolution deformable parametric model to fit through the face shape sequence from a
single view. [7] chooses different spherical subsets of the model volume and determines different
affine transformations within these regions, then blends linearly the affine transformations between
the sphere centers to get a smooth deformation field. The blended deformation is not optimal as the
affine transformations are determined independently per sphere. [16] uses a multi-resolution model to
fit the face point clouds. It performs global rigid deformations on the coarse level of the face model
while local non-rigid deformations on the fine level. The non-rigid deformations integrate an implicit
shape representation and B-spline based Free Form Deformation (FFD). The implicit representation
increases computational complexity while FFD is less intuitive to control deformation. [1] extends the
iterative closest point (ICP) framework to non-rigid registration by incorporating additional constraints
in the closest point search. This technique accurately recovers the facial expressions, but works poorly
when the deformable mesh and the point clouds have very different facial shapes. The techniques in
[1],[7],[15-17] all take the feature correspondence as an important factor to constraint the deformation
of the deformable mesh model. So they cannot automatically capture expressions since they require
users to select facial feature correspondences manually for fitting each point cloud.

[2] uses a multi-scale face model to animate the spatial and temporal behavior of a person’s facial
wrinkles. The multi-scale model first computes a large-scale linear deformation, on top of which
medium-scale wrinkles are synthesized. The technique does not need manual intervention, but the
wrinkles on actor’s face should be marked with different diffuse colors in order to establish the feature
correspondences automatically. This way of motion data acquisition is time-consuming and makes
actor uncomfortable. [9] computes an implicit function in R4 to approximate the time-space surface of
the time-varying point clouds. It can get coherent meshes approximating the input data at arbitrary
time instances, but the evaluation of the implicit function is computationally expensive. [12] computes
a fitting shape automatically from the real-time point clouds, but the computation is complex and
time-consuming. [5-6],[11] utilize optical flow as constraint to achieve automated expression capture.
[11] first computes optical flow from 2D image sequences, then uses optical flow as constraint to
deform the deformable model to fit the point cloud. The utilization of optical flow avoids manual
selection of feature correspondences in capture, but image sequence is not always acquired. For those
points having no texture information, their motions cannot be constrained. In addition, computation of
optical flow is complex. Furthermore, estimation of optical flow is not robust in some cases, which may
result in the unwanted deformations.

To overcome the limitations discussed above, we present a novel automated method for capturing
3D facial geometry and motion. Our new method takes as input the real-time face point clouds
obtained at video rate, and uses a deformable mesh model to fit each point cloud to capture the
varying expressions. We introduce a new proposed normal-keeping constraint into the new fitting
metric to enforce the consistency of vertex normal and intra-frame vertex motion. The normal-keeping
constraint not only ensures the deformable mesh automatically approximate the point cloud without
manual selection of feature correspondences, but also gets good result when the deformable mesh is
very different from the point clouds in facial shape. We also introduce a new proposed tangle
constraint into the new fitting metric to maintain the original good mesh structure of the deformable
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mesh in capture. Our method can achieve high-quality automated expression capture without manual
aid and improve adaptability to face point clouds of different humans. Moreover, our method does not
need 2D image sequence, and has low complexity and high stability, so the efficiency and robustness
of our new method are higher than those automated techniques based on optical flow.

2 CONTRIBUTIONS

Our new method adopts the mesh fitting idea used in many existing techniques, but we have
advantages: 1) Our method avoids manual selection of feature points on deformable mesh and each
point cloud, which is usually needed in existing techniques, so it can achieve automated capture. 2)
Without feature point constraint, the traditional ICP framework in existing techniques may generate
wrong fitting results in many cases where there are rigid and non-rigid deformations between two
adjacent point clouds, our method can always get correct results by introducing the normal-keeping
constraint, so it can achieve accurate automated capture. 3) Our method avoids unstable optical flow
estimation in traditional automated capture techniques, so it does not need synchronized 2D image
sequence and has high robustness. 4) The triangle shapes of the deformable mesh may become poor,
e.g., slivers, in capturing process in existing techniques, but our method can maintain good triangle
shapes of the deformable mesh by introducing the angle constraint.

3 OVERVIEW: NEW METHOD

3.1 Overview

We present a new automated method for capturing 3D facial geometry and motion. The new method
takes as input the real-time face point clouds acquired with 3D scanner at video rate or recovered from
2D image sequence. Each point cloud can be triangulated as a mesh that reflects the facial expression
at a certain time. We call the triangulated mesh the target mesh. All the target meshes compose a
target mesh sequence. We use a deformable parametric mesh, which we call the template mesh, to fit
through the target mesh sequence. We propose a new metric to compute the optimal deformation of
the template mesh to approximate each target mesh closely. The new meshes generated by deforming
the template mesh have the same connectivity and accurately recover the expressional variation with
all the subtleties. The time-varying deformable template mesh that integrally represents these new
meshes can support further processing.

Our new method directly uses the first frame of the target mesh sequence as the template mesh to
fit through the target mesh sequence with new proposed metric and without manual intervention. Our
method also allows for using user-defined mesh as the template mesh. In this case, it only needs a
small amount of user guidance to fit the template mesh to the first target mesh, and then
automatically fit the initial deformed template mesh through the rest meshes in the sequence with new
proposed metric and without manual intervention.

3.2 Representation

Let { | 1,2,..., },mT m M   be a target mesh sequence reconstructed from the real-time point clouds

with M frames. Each frame in the target mesh sequence can be represented as ( , , )m m m mT V E F , where

mV is vertex set, mE is edge set, and mF is face set. Obviously, geometry and connectivity are both

different between different target meshes. We can use the first frame 1T or user-defined mesh as the

template mesh. For notational convenience, Let ( , , )S V E F be the template mesh, with vertex set

{ }iV v , edge set 1 2{( , )}E i i and face set 1 2 3{( , , )}F i i i . Our goal is to deform the template mesh

onto each target mesh to capture the varying expressions, and integrally represent the target mesh
sequence as the deformations of the single template mesh with the certain connectivity.

To fit to the target mesh, we assign an affine transformation defined by 33 matrix Q and

displacement vector d , which, for notational convenience, we write as Q d , to per vertex on the

template mesh S . These unknown affine transformations supply enough degrees of freedom to
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capture the subtle deformations of the target mesh that accurately reflect the expressional variations.

We use a new metric to solve for these affine transformations so that the mesh S  with vertex set
{ }i i iQ v d , obtained by deforming S with these affine transformations, optimally approximates the

target mesh. The new metric consists of a closest-point term, a smoothness term, a normal-keeping
term, and an angle term. The first two terms are usually used in many existing capture techniques, but
the last two terms are new proposed and adopted in our method. The normal-keeping term constraints
the intra-frame motion of the template vertices to achieve automated fitting, and gets the suggested
results even when the template mesh is very different from the target mesh in shape. The angle term
constraints the shapes of the template triangles to get good mesh structure.

4 NEW METRIC

4.1 The Closest-point Term

The closest-point term measures the distance between the template mesh after being deformed and
the target mesh. Naturally, the distance should be small. This term is expressed as
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where i i iQ v d is the new location of iv after being transformed, i.e., the vertex on the deformed

template mesh S  , and its closest compatible point on the target mesh T is denoted by iq .

i i i iQ v d q  is the Euclidean distance between i i iQ v d and iq . iw is a weight factor to control the

influence of the target mesh on the template mesh.

In our method, a vertex

v
i

on  S and a point 
q on T is considered to be compatible if the

difference in orientation of vertex normal at

v
i

and triangle normal at 
q is less than 90 and the

distance between

v
i

and 
q is within a threshold. For each vertex


v
i

on  S , we first search its closest

compatible vertex on the target mesh, then compute the triangle set  sharing the closest vertex,

finally project

v
i

into each triangle of  to find the closest compatible point. Note that, the computed

closest compatible point may be a vertex or a point in one triangle of the target mesh. If no compatible
point could be found, the weight iw is set to zero. In closest-point search, the triangle set  sharing

each vertex depends only on the target mesh, so we compute and store them only once. Furthermore,
we judge the normal compatibility before computing Euclidean distance to remove incompatible
vertices or triangles on the target mesh. All these accelerate the closest-point computation.

4.2 The Smoothness Term

Generally, simply deforming the template mesh only with the closest-point constraint will not result in
a very attractive mesh, because the neighboring vertices on the template mesh may displace to
disparate parts of the target mesh. For example, if the target mesh does not completely cover the
template mesh, the template mesh may deform without penalty where there is no data. Furthermore,
determining one affine transformation per template vertex supplies numerous degrees of freedom, and
there may be many affine transformations that have the same effect on a single vertex. Therefore, we
introduce a smoothness term to enforce the neighboring template vertices to undergo similar affine
transformations. Specifically,
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where ||·|| F is the Frobenius norm.
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4.3 The Normal-keeping Term

In many cases, the computed deformation of the template mesh only with the closest-point and the
smoothness constraints is still unwanted. For example, when the template mesh does not completely
cover the target mesh, the template mesh after being deformed may bunch together in some regions
while still approximating the target mesh closely and undergoing the similar affine transformations
between neighboring template vertices. To address this problem, most of the existing methods impose
the correspondence constraint on certain feature points located around the eyes, nose, mouth, etc.
This constraint measures the distance between the corresponding feature points on the template mesh
and the target mesh. Naturally, the distance should be small. The correspondence constraint works
effectively when the template mesh and the target mesh are different in shapes, but it requires users to
select the corresponding feature points. Obviously, the manual selection of feature points in fitting the
template mesh to each target mesh makes these methods unable to achieve automated capture.

In our method, the target mesh sequence is acquired at video rate, so all frames in a sequence are

similar in shapes, and adjacent frames are very close spatially and temporally, that is, the time interval

between adjacent frames is very short, the distance between adjacent frames is very close, and the

deformation between adjacent frames is very small. Therefore, in our method, we discard the

correspondence constraint in fitting the template mesh through the target mesh sequence. However, it

may result in wrong fitting results only with the closest-point and the smoothness constraints in many

cases where there are both rigid and non-rigid deformations between two adjacent frames. As shown in

Fig.1, kT and 1kT  are two adjacent frames in a target mesh sequence. There are both small rigid and

non-rigid deformations between kT and 1kT  . Assuming that the template mesh after deformation has

fitted to kT closely, then, the deformed template mesh and 1kT  satisfy the properties of adjacent

frames. So the problem of fitting the deformed template mesh to 1kT  can be transformed to the

problem of fitting kT to 1kT  . Without loss of generality, we regard kT as the template mesh and 1kT 

as the target mesh to discuss the fitting between them. It can be seen from Fig.1(c), only with the

closest-point and the smoothness constraints, the vertices on the lower lip of the template mesh after

deformation move towards the upper lip wrongly. To overcome the problem, we introduce the normal-

keeping constraint in our method.

Fig. 1: Fitting two adjacent frames in a target mesh sequence. (a) The prior frame kT . (b) The next

frame 1kT  . (c) The result after fitting kT to 1kT  only with closest-point and smoothness constraints.

(d) The result after fitting kT to 1kT  with closest-point, smoothness, and normal-keeping constraints.

Rectangles are respectively close-up view of the mouth of meshes in (c) and (d).

In ideal case, if the template mesh is deformed to optimally approximate the target mesh, then
each template vertex after being displaced should map onto a point on the target mesh, and has the
same normal as the target point. Here, the target point may be a vertex on the target mesh, or a point
in one triangle on the target mesh. Naturally, the deformed template mesh well reflects the shape of
the target mesh since its vertices are located on the target mesh. This ideal case means that, to achieve
optimal fitting result, not only the distance between the deformed template mesh and the target mesh
should be small, but also the directional difference between normals on the displaced template vertex
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and the corresponding target point should be small. Therefore, we use the consistency of normal
directions as an important factor to constraint the deformation of the template mesh. Specifically,
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where i i iQ v d and iq are the corresponding points as defined as in Eqn. (4.1).
i i iQ v dN  is the vertex

normal on i i iQ v d ,
iqN is the surface normal on iq , and ( , )

i i i iQ v d qAgl N N is the angle between
i i iQ v dN 

and
iqN . iu is a weight factor which is set to zero where no corresponding point iq could be found for

i i iQ v d . We call the Eqn. (4.3) the normal-keeping constraint.

The normal-keeping constraint can measure the consistency of vertex normal and intra-frame
vertex motion. Combined with the closest-point and the smoothness constraints, it can deform the
template mesh to approximate the target mesh optimally. These constraints do not refer to feature
correspondence, so it can achieve automated fitting. As shown in Fig.2, mT (green) and 1mT  (blue) are

two adjacent frames. There are small rigid and non-rigid deformations between mT and 1mT  . Only with

the closest-point constraint and the smoothness constraint, the mesh mT with vertices { }iv may be

deformed to


T
m

with vertices

{ v

i
} (red). Here, the distance between


T

m
and 1mT  achieves minima, but

many vertices on


T
m

have very different normal directions from their corresponding closest points on

1mT  , e.g.,

v
2

and 2q ,

v
3

and 3q ,

v
4

and 4q ,

v
5

and 5q ,

v
6

and 6q . It means that the computed affine

transformations are not optimal in this case. It is necessary to adjust the affine transformations
considering the normal consistency as well as the distance minimization. As shown in Fig. 3, mT (green)

and 1mT  (blue) are the same two adjacent frames as in Fig. 2. With combination of the closest-point

constraint, the smoothness constraint, and the normal-keeping constraint, mesh mT with vertices { }iv

is deformed to


T
m

with vertices

{ v

i
} (red). Now, the distance between


T

m
and 1mT  achieve minima,

Fig. 3: Illustration of automated fitting between
adjacent frames with the normal-keeping constraint.

mT (green) and 1mT  (blue) are two adjacent frames

as same as in Fig.2.


T
m

(red) is the resulted mesh

after fitting mT to 1mT  . The distance between


T
m

and 1mT  achieves minima, and the normals on

v
i

(red arrow) and its closest point iq (blue arrow) have

approximately the same directions.

Fig. 2: Illustration of automated fitting between
adjacent frames without the normal-keeping

constraint. mT (green) and 1mT  (blue) are two adjacent

frames.
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and the normals on

v
i

and iq have approximately the same directions. Obviously, the mesh


T
m

in

Fig.3 is the suggested result because its shape is more similar to 1mT  than


T
m

in Fig.2.

As shown in Fig.1(c), only with the closest-point and the smoothness constraints, some vertices on
the lower lip of mesh kT move towards wrong positions. The new positions of these vertices are very

close to mesh 1kT  , but the normal directions on the new positions are very different from that on

their corresponding points on 1kT  . Fig.1(d) is the result that fits kT to 1kT  by introducing the normal-

keeping constraint. It can be seen that the vertices on the lower lip of mesh kT move towards correct

positions. These vertices after being displaced are close to 1kT  , and have the approximately same

normal directions as their corresponding points on 1kT  . Here, utilization of normal-keeping constraint

can effectively avoid the unwanted results. Furthermore, these constraints do not involve the feature
correspondence term. Therefore, we can fit arbitrary adjacent frames in the target mesh sequence
without manual intervention.

If a user-defined mesh is used as the template mesh in our method, there may be large difference
between the template mesh and the target mesh. In this case, the normal-keeping constraint also
performs effectively. We only need to select a few feature points on the template mesh and the target
mesh to estimate the initial values of optimization (estimation details is described in section 5), then,
combined with the closest-point and the smoothness constraints, the normal-keeping constraint can
gradually tune the deformation of the template mesh in iterative optimization to approximate the
target mesh closely. Because we just use the feature points to estimate initial values and do not involve
the correspondence constraint in optimization, we need fewer feature points than those traditional
techniques using feature correspondence constraint. Moreover, the feature correspondences do not
have to be very accurate. As shown in Fig. 4, (a) is the user-defined template mesh, (b) is the target
mesh. (a) and (b) are very different in shapes. Fig. 4(c) is the resulted mesh after fitting the template
mesh to the target mesh with the closest-point, the smoothness and the feature correspondence
constraints. We identify 33 pairs of corresponding feature points on the template mesh and the target
mesh (some shown as orange dots). The mesh (c) has large errors in many positions such as the
regions around the eye and on the mouth. Fig. 4(d) is the resulted mesh after fitting the template mesh
to the target mesh with the closest-point, the smoothness, and the normal-keeping constraints. We
only select 24 pairs of corresponding feature points, which is subset of the feature correspondences in
Fig.4(c), to estimate the initial values of optimization. It can be seen that the mesh (d) approximates the
target mesh closely and captures all the subtleties of expression.

Fig. 4: Comparison of the fitting results with different constraints. (a) The template mesh. (b) The
target mesh. (c) The result computed with closest-point, smoothness, and feature correspondence
constraints. (d) The result computed with closest-point, smoothness, and normal-keeping constraints.
Rectangles are close-up view of the eye and the mouth. Orange dots mark feature correspondences.

4.4 The Angle Term

In the mesh fitting discussed as above, we focus on automatically displacing the vertices of the
template mesh to approximate the target mesh closely, and do not consider the mesh structure of the
template mesh after deformation. It may result in poor triangle shapes, e.g., slivers, in some cases. As
shown in Fig.5, the triangle shapes of the template mesh are good, but after fitting to the target mesh,
some triangle shapes of the template mesh become poor due to the displacements of the vertices.
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Therefore, we propose the angle constraint to enforce the template triangles to maintain good shapes
as soon as possible. Specifically,
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Here, for each triangle jf of the template mesh, ( )jv f is the set of vertices on jf .
iv

Agl is the angle on

iv before deformation,
i i iQ v dAgl  is the angle on iv after deformation. Obviously, the smaller the

difference of
iv

Agl and
i i iQ v dAgl  is, the better the shape of triangle jf maintains.

(a) (b) (c) (d)

Fig. 5: The fitting results with or without the angle constraint. (a) The template mesh. (b) The target
mesh. (c) The result computed without the angle constraint. (d) The result computed with the angle
constraint. Rectangles are close-up view around the eye and the nose. Although meshes (c) and (d) both
approximate the target mesh closely, some triangle shapes in (c), e.g., those in the rectangles, become
poor. However, these same triangles preserve good shapes in (d), as shown in rectangles in (d).

4.5 Combining the Terms

As discussed above, the new metric for fitting the template mesh through the target mesh sequence in
our method, i.e., the full objective function, is a weighted sum of Eqns. (4.1)-(4.4), specifically
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where the weights , ,  and  are tuned to guide the optimization. By iteratively minimizing Eqn.

(4.5), we can get the affine transformations that optimally deform the template mesh onto the target
mesh. We solve the minimization using L-BFGS-B algorithm [19]. In iterative optimization, we set
weights   1,  1,  0.1, and   0.001 in first step, then respectively increase  from 1 to 51 , and

 from 1 to 9 in following four steps. Generally, it will get ideal results after five iterations.

If the template mesh is obtained from a user-defined mesh that may be very different from the
target mesh sequence in shape and expression, we will use the new metric to deform the template
mesh to optimally approximate the first frame of the target mesh sequence, initialized with a small
amount of user guidance. Let the deformed template mesh that has optimally fit the first frame be 1S

(or 1S is directly obtained from the first frame of the sequence), we like to deform it smoothly through

the rest of the sequence with the new metric. Specifically, starting from 1S , we recursively get 1mS 

that optimally approximates the (m+1)-th frame by deforming mS that has fit the m-th frame. Each

optimal deformation in the capturing process can be computed without any manual intervention.

5 IMPLEMENTATION OF NEW METHOD

We implement our new method in the following two steps.

Step 1. If the template mesh is obtained from a user-defined mesh, we first deform the template
mesh to fit the first frame of the target mesh sequence. If the template mesh is automatically obtained
from the first frame, this step can be skipped. In this step, we will initialize the optimization with a
small amount of manual aid. Specifically, we first select some corresponding feature points on both the
template mesh and the target mesh, then solve for an over-constrained global affine transformation
from the feature correspondences, and finally, iteratively optimize the new metric with the global
affine transformation as the initial values of the unknowns to obtain the optimal deformation of the
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template mesh. A small number of selected feature points in this step are enough and the feature
correspondences do not have to be very precise since they are only used to estimate the initial values.
With these initial values, the iterative optimization of the new metric will adjust the deformation of the
template mesh to get an accurate final fitting result. After this step, the selected feature points are no
longer used in the following capturing process.

Step 2. Let the deformed template mesh obtained in step1 be 1S (or let the first frame of the target

mesh sequence be 1S ), we would automatically fit it to the rest meshes of the sequence. Specifically, we

deform 1S to fit the second frame 2T and denote the resulted mesh as 2S ; deform 2S to fit the third

frame 3T and denote the resulted mesh as 3S ; ..., deform 1MS  to fit the M-th frame MT and denote the

resulted mesh as MS . All the meshes , 1,2,..., ,mS m M have the same connectivity and accurately

reflect the varying expressions. In the capturing process, we compute the deformation in each fitting
by iteratively optimizing the new metric. The new metric does not contain the feature correspondence
constraint, but uses the normal-keeping constraint to enforce the consistency of vertex normal and
intra-frame vertex motion. Therefore, our method can automatically fit through the target mesh
sequence without manual intervention. Furthermore, compared with those automated techniques
based on optical flow, our method does not have to take synchronized 2D image sequence as input,
and has stronger robustness.

Additionally, our new method could automatically fill in missing data. The weights in Eqns. (4.1)
and (4.3) are set to zero for the template vertices whose closest point is located on a boundary edge of
the target mesh, then the affine transformations on these template vertices are only affected by the
smoothness term. So the hole on the target mesh will be filled in by seamlessly transformed parts of
the template mesh. As shown in Fig.6, the details that were not available in the target meshes can be
drawn effectively from the template mesh.

6 EXPERIMENTAL RESULTS

We conducted our new method on the real-time face point clouds (reconstructed as the target mesh
sequence) of different humans acquired at video rate. We respectively use the user-defined mesh and
the first frame as the template mesh to capture these mesh sequences. We implement our system
using C++ under the windows environment.

Fig. 6 shows the results of fitting through a target mesh sequence with lost details. Fig. 6 (a) is the
user-defined template mesh. Fig. 6 (b) and (d) are two frames in the sequence. The meshes do not scan
well, so some details are lost in the meshes. For example, the mesh in Fig. 6 (b) has holes on the right
brow, and the mesh in Fig. 6 (d) has holes on the left eye and left brow. Our new method not only fits
through the mesh sequence automatically, but also fills in the holes of the scanned meshes
automatically. Fig. 6 (c) shows the result after fitting the template mesh to the mesh in Fig.6 (b), note
that the hole has been filled in automatically. Fig. 6 (e) shows the result of fitting to the mesh in Fig.
6(d), which is obtained in the automated capturing process. Likewise, the holes have been filled in.

Fig. 7 shows the results of capturing a target mesh sequence automatically with our new method.
Fig. 7 (a) is the template mesh obtained directly from the first frame of the sequence. Fig. 7 (b) and (d)
are two frames in the sequence. Tab. 1 lists the geometric information about the meshes (a), (b) and (d).
Fig. 7 (c) and (e) respectively show the result of fitting to mesh (b) and (d) in automated capturing
process. It can be seen that the results well capture the time-varying expressions.

To measure the fitting quality in the capturing process, we use two measures for objective
estimation of the fitting results. In the first measure, we average over the angle between the normals of
corresponding points on the template mesh after being deformed and the target mesh. Intuitively, if
the template mesh has optimally fit the target mesh, the normals of corresponding points should have
approximately the same direction, that is, the average angle should be small. In the second measure,
we average over the squared Euclidean distance of corresponding points on the deformed template
mesh and the target mesh. The average angle and the average squared Euclidean distance obtained
from the two deformed results in Fig. 7 (c) and (e) are given in Tab. 2.
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Fig. 6: The results of capturing a target mesh sequence with lost details. (a) is the template mesh. (b)
and (d) are two frames in the sequence. (c) and (e) are results that respectively fit to (b) and (d).

Fig. 7: The results of capturing a mesh sequence. (a) The first frame used as the template mesh. (b) A
frame in the sequence. (c) The result of deforming the template mesh to optimally fit to the frame (b),
which is automatically obtained in capturing process. (d) Another frame in the sequence. (e) The result
of fitting to the frame (d), which is automatically obtained in capturing process.

Tab.1: Numbers of vertices and triangles of meshes in Fig.7.

Tab. 2: Estimation of fitting quality in Fig.7.

Fig. 8 shows the results of capturing another mesh sequence automatically with our new method.
Fig. 8 (a) is the user-defined template mesh model and Fig. 8 (c) is the first frame of the target mesh
sequence. Fig. 8 (b) and (d) are respectively the close-up view of the geometry and connectivity around
the nose of mesh (a) and (c). The local regions corresponding to (b) and (d) are marked by red circles in
(a) and (c), respectively. It can be seen that the user-defined template mesh is very different from the
target mesh in facial shape. The optimal deformation of the template mesh is computed as described
as step1 of our new method, and the deformed template mesh that optimally fits the first frame (c) is
shown in Fig. 8 (e). In the following capturing process, as discussed as step2 of our new method, the
optimal deformation that fits each target mesh is computed without manual intervention. Fig. 8 (f)-(i)
shows some resulted meshes that reflect continuous expressions, and the interval of each mesh is 6
frames. Fig. 8 (j)-(m) are some other selected results after fitting the template mesh through the whole
sequence. The meshes in Fig. 8 (f)-(m) well reflect the subtle expressional variations.

Meshes Fig.7(c) and Fig.7(b) Fig.7(e) and Fig.7(d)

Average angle 9.1E-8 2.9E-7

Average distance 2.4 2.2

Mesh vertices triangles

Fig.7 (a) 9962 19459

Fig.7 (b) 10053 19668

Fig.7 (d) 9953 19409
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7 CONCLUSIONS

In this paper, we have developed a new automated method for capturing real-time 3D facial geometry
and motion. The new method takes as input the time-varying face point clouds obtained at video rate.
By assigning one affine transformation to each vertex of the deformable template model, the new
method can supply enough degrees of freedom to capture the subtle expression details. The new
method uses the normal-keeping constraint, which aims to enforce the consistency of vertex normal
and intra-frame vertex motion, in the new metric to achieve automated capture of the target mesh
sequence reconstructed from the point clouds. The normal-keeping constraint also works effectively
when the template mesh model is very different from the target meshes in facial shapes. The new
method uses the angle constraint to maintain good mesh structure in capturing process. Additionally,
the new method can automatically fill in missing data in the target meshes.

Our method performs effectively on the mesh sequence acquired at video rate since the adjacent
frames of the sequence are close enough, but may generate unwanted results when the time-space
interval of adjacent frames is large. In the future work, we will look into improvement of the method
with consideration of both the normal-keeping constraint and automated detection of facial features.

Fig. 8: The capturing results with our new method. (a) The user-defined template mesh. (b) The close-
up view of the geometry and connectivity around the nose of the template mesh. (c) The first frame of
the target mesh sequence. (d) The close-up view of the geometry and connectivity around the nose of
the first frame. (e) The result after fitting the template mesh to the first frame. Starting from the mesh
(e), we automatically fit through the whole sequence with our method. (f)-(i) are some resulted meshes
with continuous expressions. (j)-(m) are some other selected results obtained in the capturing process.
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