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Abstract. Interest in personalized interior design remains robust, yet it involves time-

consuming processes such as 3D modeling and rendering. The image-to-image 
translation model, an offshoot of deep learning technology, offers the potential to 
simplify design tasks by transforming the styles of indoor scene images. Even with 

the challenges of acquiring an interior image dataset before the model development, 
combining virtual images can help circumvent inconsistency and copyright 
restrictions. In our research, we synthesized virtual images of indoor scenes in 

various interior styles using a procedural generation algorithm in Unreal Engine, 
which enabled fast, real-time rendering. Using the virtual images, we trained an 

image-to-image translation model called StarGAN to enhance the generator network 
with skip connections. The model trained with a virtual dataset yielded more practical 
outcomes than training with only a limited number of real images. Our study 

underscores the utility of virtual images for training deep-learning models in interior 
design. The model can enhance existing design tools by providing quick and 
convenient image generation. 
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1 INTRODUCTION 

The desire for personalized interior design persists as individuals strive to create aesthetically 

pleasing and comfortable living environments. Historically, Western culture has seen increased 
interest and market volume for interior design, viewed as an expression of a personal lifestyle aided 
by a professional designer [12]. As this trend expands, non-Western countries like China and Korea 

are experiencing rapid growth in the furniture market with diversified designs based on innovations 
in the e-commerce market [11] [21]. Furthermore, lifestyle changes spurred by the COVID-19 
pandemic, such as encouraging contactless communication and increased time spent at home, have 

sparked a heightened interest in home furnishing [14]. 
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The current interior design process, facilitated by 3D modeling and rendering software, is time-
consuming due to complex operations like furniture arrangement, material application, and light 

adjustment. Leveraging deep learning technology can automate and simplify design tasks through 
personalized recommendations based on data-driven insights. Moreover, simplified design services 

can enhance customer accessibility, reduce the risk of trial and error, and lower product return rates 
[1]. 

In interior design, the indoor scene contains an overall visual composition of indoor spaces with 

various elements. Indoor scenes are one of the most popular design outputs for non-professionals 
in determining the overall context of space. The deep learning-based image-to-image translation 
model can quickly render indoor scene images by adding light effects [22], coloring greyscale images 

[15], and transforming interior styles [2]. These translation models are vital for helping customers 
select personal interior designs in their own space. 

To develop the models, acquiring a large number of indoor scene images for training is 
challenging due to regional and era-specific design inconsistencies and copyright concerns. Virtual 
images can address these issues by rendering many indoor scenes in a shorter time and lower cost 

[19]. In many cases, models trained with virtual images have performed comparably to those using 
only real images [9] [19]. However, the full potential of using virtual images to develop an interior 
style transformation model still needs to be explored.  

We aim to develop a high-performing image-to-image translation model trained with virtual 
images to transform interior styles. Initially, we synthesized virtual indoor scene images with a 

procedural generation algorithm to obtain a variety of styles. We then trained the StarGAN image-
to-image translation model for multiple styles with virtual and real image datasets. Our model 
transformed input images into four distinct styles: classic, modern, natural, and romantic. This study 

contributes to the acceleration of the interior design process with changing indoor scene image styles. 
It also provides insights into the generation and utilization of virtual images for deep learning 
training.  

2 RELATED WORK 

2.1 Procedural Generation of Virtual Indoor Scene 

Procedural generation is commonly used to produce content such as images and 3D models that 
adhere to predefined generation rules. These algorithms can produce large-scale virtual image 
datasets due to their rapid and repeatable process of creating various outputs that satisfy specific 

criteria. 

In indoor scene generation, existing works have focused on furniture arrangement within 3D 

modeling to give realism to an arrangement with constraints. The position and orientation of 
furniture objects were adjusted by optimizing numerical conditions [10] [23] or through training 
with a floor plan database [8] [17] [20]. Kán and Kaufman [10] expanded this by randomizing 

material selection with furniture arrangement.  

Some algorithms repeatedly generate 3D models and captures virtual images to synthesize 
indoor scene images. Feklisov et al. [4] created a virtual image dataset for semantic segmentation 

with randomly arranged furniture objects and materials. Game engines such as Unity [18] and Unreal 
Engine [5] can be utilized for capturing and rendering scene image datasets. These engines support 

real-time rendering, enabling rapid generation without extensive prerendering associated with 3D 
modeling software. 

A list of furniture objects and materials can be assembled for each interior style to develop a 

procedural generation algorithm for stylized virtual indoor scene images. Implementation within a 
game engine facilitates fast rendering and generation of virtual indoor scene images suitable for 
training image-to-image translation models.  
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2.2 Generative Adversarial Networks for Interior Image Translation 

Generative adversarial networks (GAN) have attracted attention in image generation due to their 

high performance and ability to produce realistic outputs. A GAN uses two distinct neural networks 
called generator and discriminator that learn in an adversarial manner. The generator produces a 

fake image while the discriminator evaluates its authenticity. As a result, the generator learns to 
create novel outputs that adhere to the distribution of the training set. GANs perform well in image-
to-image translation problems where an image from one domain is transformed into another. 

Extensions of the basic GAN model for image-to-image translation tasks were developed, such 
as CycleGAN or StarGAN. CycleGAN [24] is a single-domain translation model that does not require 
a paired original and target domain dataset. It introduced the concept of cycle consistency, which 

asserts that a translated image should retain its identity when restored to its original form. Generator 
networks incorporate a residual block [7] working in extremely deep networks to represent low-

frequency information. StarGAN [3] is an advanced multi-domain translation model incorporating 
input images and target domain information into a single generator network.  

In the interior design field, image-to-image translation models are applied to 3D model rendering 

[22], sketch colorization [15], and style transformation [2]. Yang et al. [22] incorporated a capsule 
block into the generator to account for relative positions due to the global light effect. Skip 
connections between the low-level and high-level layers facilitates capturing semantic relationships, 

thus improving the quality of interior image output [15]. Choi and Lee [2] found that the UNET 
structure with low-level and high-level channel concatenation can more dramatically transform 

interior patterns. Most studies conducted on interior design rely on single-domain models, 
predominantly CycleGAN, using skip-connected generator structures to enhance the quality of indoor 
scene outputs. 

2.3 Contribution 

Our research offers several significant contributions. 

First, we expand the application of procedural generation in interior design with game engines 

by synthesizing content in alignment with various styles or themes. 

Second, we train an image-to-image translation model using synthesized virtual images, thereby 

illustrating the potential usefulness of virtual image datasets in image-to-image translation models. 

Third, we implemented a multi-domain translation model based on the StarGAN, incorporating 
skip connections that can be used for convenient interior style transformation. 

3 PROCEDURAL GENERATION OF VIRTUAL INTERIOR IMAGES 

Initially, we implemented a process to generate virtual indoor scene images of certain interior styles 

using Unreal Engine. Our algorithm creates the living room scene by looking at the window and 
depicting four interior styles: classic, modern, natural, and romantic. After defining standards for 
each style, we created libraries of 3D furniture objects and materials that meet each interior style. 

Then, virtual living room layouts were generated with randomized flooring and wallpaper 
combinations. Furniture arrangement, 3D mesh selection, and material application were randomized 
under the designated style. Rapid, real-time rendering was employed to capture lighting and 

shadows, and changeable camera angles captured the scenes as saved images. Finally, we produced 
virtual indoor scene image datasets, each representing the four distinct interior styles. 

3.1 Interior Style Classification 

Interior style is defined by the overall ambiance created by the interplay of color, form, and texture. 
The interior elements such as flooring, walls, ceiling, furniture, and lighting must adhere to a specific 

trend to classify a style. Thus, we established classification criteria for the classic, modern, natural, 
and romantic styles (Table 1(a), (b)) based on the work of Min and Choi [16]. The classic style 

http://www.cad-journal.net/


 

 

Computer-Aided Design & Applications, 22(1), 2025, 12-25 

© 2025 U-turn Press LLC, http://www.cad-journal.net 
 

15 

incorporates luxurious decorations, traditional patterns, and deep, dark colors. The modern style is 
characterized by clean, straight designs, minimal ornaments, and achromatic colors. The natural 

style employs natural materials like wood, stone, and plaster. It frequently includes wooden furniture 
with checkered fabrics. Finally, the romantic style incorporates its sensitivity to curves by using light, 

warm colors and floral patterns.  

The 3D objects for each furniture type include chairs, couches, drawers, carpets, tables, TVs, TV 
stands, plants, and picture frames. These were collected from various websites. Materials such as 

flooring and wall textures and wood and fabric surfaces were also collected. These were organized 
into libraries according to our interior style classification standards. We found that some furniture 
meshes could be categorized in more than one style. For example, some meshes and patterns may 

meet the criteria for both the classic and romantic styles or both the modern and natural styles.  

 

 
Table 1(a): Interior style classification standard (classic, modern style). 

  

Style Components Features 

Classic 

Colors ⦁ Deep and dark colors: dark brown, magenta, crimson, beige 

Floor 

⦁ Marble or dark timber with low brightness 

   

Wall 

⦁ Traditional gold and yellow patterns with deep background 

⦁ Bright orange or yellow marble 

   

Furniture 

⦁ Dark wood with gold ornaments 

⦁ Detailed edges with decorative curves 

⦁ Antique and diverse marble 

Texture ⦁ Leather and velvet are widely used for texture 

Props ⦁ Pottery, painting, and candlesticks are popular 

Modern 

Colors ⦁ Achromatic colors, blue and green with low saturation 

Floor 

⦁ Achromatic marble or tiles 

⦁ Translucent timber colored with ivory or gray 

   

Wall 

⦁ Matte wallpaper with low saturation 

   

Furniture 
⦁ Straight and simple design without ornaments 

⦁ Cold materials such as metal and stone 

Texture 
⦁ Geometrical or simple, bold patterns 

⦁ Cotton, linen, or leather with monotone 

Props ⦁ Props with simple shape props 
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Table 1(b): Interior style classification standard (natural, romantic style). 

3.2 3D Interior Object Generation 

3.2.1 Living room layout generation 

We generated 3D living room layouts consisted with wall, floor, ceiling, and window objects using 

Unreal Engine. To adjust object placement and diversify materials, we employed the Unreal Engine 
blueprint system. This system enables real-time interactive programming by linking nodes to set 
specific functions and actions between components. Node connections define data flow, operation 

sequence, and object behaviors such as spawning or animations. We customized a blueprint to 
control 3D object properties like location, scale, and material (Figure 1). Elements were sequentially 

generated, starting with the floor shown in figure 1, followed by ceilings, walls, and windows in the 
same manner. The layout adhered to the standard dimensions of a Korean apartment living room: 
4.5 meters in width and 2.5 meters in height. Flooring and wallpaper were combined randomly from 

the material library according to each style. Using the LDAssistant plugin, we duplicated the layout 
100 times at 10-meter intervals along the x-axis. 

Style Components Features 

Natural 

Colors 
⦁ Natural and comfortable colors: green, brown, ivory, and 

beige 

Floor 

⦁ Vivid wooden floor of varying brightness 

   

Wall 

⦁ Wooden or beige, light green wallpaper 

⦁ Rough cast or plaster 

   

Furniture 
⦁ Simple and crude design 

⦁ Mostly hardwood materials 

Texture 
⦁ Natural fabrics, including cotton, silk, and linen  

⦁ Flower or leaf, calm checked patterns are often used 

Props ⦁ Plants and livelihood props like quilts and baskets 

Romantic 

Colors ⦁ Bright and warm colors: red or orange with white background 

Floor 

⦁White marble or bright timber 

   

Wall 

⦁Diverse materials in white, pink, and purple 

⦁Floral patterns with bright background 

   

Furniture 

⦁Mostly bright wood or marble materials sometimes painted in 

pastel colors. 
⦁Curved form and decorations 

Texture ⦁Soft and bright cotton, linen, and leather 

Props ⦁Flowers, candlesticks, and quilts 
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Figure 1: Unreal Blueprint script generating living room layout (floor object). 

 

3.2.2 Furniture arrangement and material selection 

We modified a blueprint script to randomly generate 3D furniture objects in the living rooms (Figure 
2). The script randomizes the location, rotation, and appearance of each object by selecting its mesh 
and material. Initially, furniture creation points were duplicated and distributed along the x-axis to 

appear in each living room. These points were then arbitrarily shifted along the x and y coordinates. 
A 3D mesh was selected from the mesh library, and the object could be freely rotated if necessary. 
We adjusted the frequency of appearance of each type of furniture (Table 2) because not all furniture 

items are represented in the real world. It was adjusted by using an “empty” value in the mesh 
library for random selection. Primary materials, like couch textiles, were chosen from the material 

library based on style. 

We tailored the blueprint for each furniture type and placed items in the living rooms according 
to intuitive locations. For example, couches were positioned along the wall facing the TV, while tables 

and carpets were centrally located (Figure 3). These varied combinations of furniture meshes, 
materials, and locations can create diverse interior scenes.  

 

3.2.3 Lighting and camera setup 

Internal lighting in the living rooms was adjusted by changing light temperature according to the 

styles: 6000K for modern and romantic, 5500K for natural, and 4500K for classic. Cameras were 
placed in the center of the room to capture the windows. We also randomized the location, rotation, 
and wide angles of the camera perspectives in each living room to mimic the diversity of real images. 

 

 

Type TV TV stand Carpet Table Couch 

Appearance Frequency 0.66 0.60 0.55 0.66 0.70 

Type Chair1 Chair2 Drawer Plants Picture Frame 

Appearance Frequency 0.60 0.30 0.55 0.4 0.2 

 
Table 2: Frequency of appearance of each furniture item category. 
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Figure 2: Unreal Blueprint script generating 3D furniture objects. 
 

 

 
Figure 3: Furniture arrangement in the living room. 

3.3 Virtual Image Generation 

After creating 3D indoor scenes, cameras automatically capture the scene upon activation. Our 

generation system creates 100 images per operation, taking only 0.7 seconds per image in our 
computer with NVIDIA RTX 3700 Ti, Intel Core i9 10900X, and 48GB RAM. By running the capture 

process multiple times, thousands of virtual images could be captured quickly. We created 8,000 
virtual images, 2,000 images for each style, with a unique combination of placement, materials, and 
scene compositions (Figure 4). 
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4 INTERIOR STYLE TRANSLATION USING GENERATIVE ADVERSARIAL NETWORKS 

4.1 Dataset Construction 

4.1.1 Dataset augmentation 

Our raw virtual images exhibit consistent brightness, contrast, and horizontal layout, with the TV 

positioned on the left and the couch on the right. Dataset augmentation with horizontal flipping and 
color-shifting techniques was employed for the virtual image dataset for a more realistic appearance. 
Brightness was randomly adjusted between 0.85 and 1.05 times the original image. Contrast was 

randomly adjusted between 0.9 and 1.1 times. 

4.1.2 Real image dataset collection 

To construct a dataset with real images, living room scenes facing the window were collected through 

web crawling with classification in the four interior styles. Ultimately, we collected 160 classic, 320 
modern, 256 natural, and 128 romantic training images with a few test images. Finally, we created 

three training datasets to compare their training performance: a virtual image dataset with 8,000 
virtual images, a combined image dataset with 7,136 virtual images and 864 real images, and a real 
image dataset with 864 real images only.  

4.2 Constructing a Generative Adversarial Networks 

Our objective was to design a generator and discriminator network capable of simultaneously 
transporting input interior images into various style domains. The StarGAN model, equipped with an 

auxiliary classifier on the discriminator, facilitates the transformation of input images into several 
other styles. The discriminator calculates the authenticity probability and the likelihood of each image 

belonging to a particular interior style domain, 𝐷 ∶ 𝑥 → 𝐷𝑎𝑢𝑡ℎ(𝑥), 𝐷𝑐𝑙𝑠(𝑥). The generator receives the 

input image and style vector and down samples them using a convolution layer, 𝐺(𝑥, 𝑐) → 𝑦. After 

passing through the residual blocks, layers are upsampled with transposed convolution layers to 
produce the transformed target domain image. Selective skip connections between low-level and 
high-level layers provide location detail. The model was constructed with the Tensorflow package in 

Python 3.9.  

 

 
Figure 4: Synthesized virtual images for each style. 
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The generator should translate images that are realistic and congruent with the target style and 
based on the original image's shape. The cycle-consistency concept was implemented to ensure 

realism and preserve input image identity. 

4.2.1 Network structure 

We implemented improvements so the generator captures interior features and patterns with greater 
accuracy. In the original StarGAN generator with single-scale residual blocks, information had to 
pass through a bottleneck, limiting the amount of learning place information [6]. We inserted 

residual blocks at multiple layers of varying scales to improve multi-scale transition and overall 
image quality. Additionally, we added skip connections to preserve the semantic information of low-
level features. The structure of our generator is illustrated in Figure 5.  

 

4.2.2 Object loss function 

The StarGAN algorithm suggested three objectives during the training of the generator and 

discriminator [3]. The first objective was to generate images the discriminator cannot distinguish 
from real images. Adversarial loss facilitates a competitive dynamic between the two networks. 
Generator adversarial loss was computed from the authenticity probability of fake images, 𝐺(𝑥, 𝑐), 
provided by the discriminator (Equation 1). The discriminator also tried to accurately distinguish real 
and fake images by maximizing discriminator adversarial loss (Equation 2). 

 

 

 
Figure 5: Generator network structure. 

 

𝐿𝑎𝑑𝑣
𝐺 = 𝐸𝑥,𝑐[log⁡(1 − 𝐷𝑎𝑢𝑡ℎ(𝐺(𝑥, 𝑐)))]⁡                                           (1) 

𝐿𝑎𝑑𝑣
𝐷 = 𝐸𝑥[log𝐷𝑎𝑢𝑡ℎ(x)] +⁡𝐸𝑥,𝑐[log⁡(1 − 𝐷𝑎𝑢𝑡ℎ(𝐺(𝑥, 𝑐)))]                                  (2) 

 

The second objective was to create images suitable for the target domain 𝑐, which the discriminator 

can classify accurately. Domain classification loss was optimized to enhance the accuracy for 

transformation to the target domain. The classification results of fake images were numerically 
expressed as fake image classification loss (Equation 3), which was optimized by the generator. The 
discriminator learned to distinguish the interior style of input images by optimizing real image 

classification loss (Equation 4). 

http://www.cad-journal.net/


 

 

Computer-Aided Design & Applications, 22(1), 2025, 12-25 

© 2025 U-turn Press LLC, http://www.cad-journal.net 
 

21 

𝐿𝑐𝑙𝑠
𝑓

= 𝐸𝑥,𝑐[−𝑙𝑜𝑔𝐷𝑐𝑙𝑠(𝑐|𝐺(𝑥, 𝑐))]                                               (3) 

𝐿𝑐𝑙𝑠
𝑟 = 𝐸𝑥,𝑐′[−𝑙𝑜𝑔𝐷𝑐𝑙𝑠(𝑐

′|𝑥)]                                                 (4) 

 

Minimizing adversarial and domain classification loss for the generator does not guarantee the 

identity of the original image after transformation. Introducing the concept of cycle consistency can 
achieve the last objective of preserving the identity of the original image although translation is 

performed. For the objective, reconstruction loss was calculated as the L1 norm between the original 
image and the twice-transformed image to the target domain 𝑐, followed by the original domain 𝑐′ 
(Equation 5).  

 

𝐿𝑟𝑒𝑐 = 𝐸𝑥,𝑐,𝑐′[||𝑥 − 𝐺(𝐺(𝑥, 𝑐), 𝑐′)||1]                                            (5) 

 

Additionally, we incorporated a gradient penalty into the objective function of the discriminator to 
avert the gradient vanishing issue (Equation 6). The interpolated images are represented as 𝑥̂ were 

created randomly between pairs of real and fake images. The total objective function of the generator 
and discriminator are shown in Equation (7) and Equation (8), respectively. They are the sum of the 

weighted losses with weight parameters as 𝜆𝑐𝑙𝑠 = 1, 𝜆𝑟𝑒𝑐 = 7, and 𝜆𝑔𝑝 = 10. 

 

𝐿𝑔𝑝 = 𝐸𝑥̂[(||∇𝑥̂𝐷𝑎𝑢𝑡ℎ(𝑥̂)||2 − 1)2]                                              (6) 

𝐿𝐺 =⁡𝐿𝑎𝑑𝑣
𝐺 ⁡+ ⁡𝜆𝑐𝑙𝑠𝐿𝑐𝑙𝑠

𝑓
+⁡𝜆𝑟𝑒𝑐𝐿𝑟𝑒𝑐                                              (7) 

𝐿𝐷 =⁡−𝐿𝑎𝑑𝑣
𝐷 ⁡+ ⁡𝜆𝑐𝑙𝑠𝐿𝑐𝑙𝑠

𝑟 +⁡𝜆𝑔𝑝𝐿𝑔𝑝                                             (8) 

 

Finally, the generator and discriminator were trained to minimize their loss functions, which were 

calculated by authentication and classification errors alongside reconstruction loss. 

4.2.3 Training process 

 
The training set images were resized to 256×256 pixels, which preserved the details of small objects 
and patterns. Each image in the training set was assigned a style classification label using one-hot 

encoding. The datasets were divided into batches of 16.  

We trained the models for 700 epochs for the virtual and combined image datasets and 6,000 

epochs for the real image dataset. The training process took approximately a day to complete using 
an NVIDIA RTX 3700 Ti GPU. The learning rate was set to 0.0001, and the beta for the ADAM 
optimizer was 0.5.  

5 RESULTS AND DISCUSSION 

The synthesized virtual images exhibited clear characteristics of each interior style in the living room 
with diverse combinations of furniture arrangement, material, and camera composition. From these 

images, the model learned the consistent colors, patterns, and shapes of furniture, flooring, and 
wallpaper to create the overall ambiance of the four interior styles by defined standards. Also, unique 

virtual image combinations helped the model learn the transition of diverse cases to reduce failure.  

The loss functions performed as expected upon training the GAN model using virtual images. 
The adversarial loss fluctuated within a normal range (Figure 6(a)), while other losses steadily 

approached zero as the training epoch increased (Figure 6(b)). These findings indicate that the 
model was successfully trained to achieve appropriate style transformations of the input images.  

After we trained the virtual image dataset, the model converted input images as practical outputs 

of targeted styles fast with changing texture and color (Figure 7). The model successfully recognized 
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the boundary of the floor, wall, and furniture for transformation. Overall light temperature and hue 
were reflected to translate into other interior styles. 

In the other cases where real images were mixed, characteristics of interior styles generated by 
the model were less obvious than in the virtual image dataset case (Figure 8). The combined image 

dataset model converted light temperature and color ambiguously and showed some failure to 
recognize boundaries, especially in modern style input. In the model trained with only real images, 
image quality degradation with broken shapes and unclear targeted style characteristics occurred 

due to insufficient training images (Figure 9). 

Mixing real images in the dataset can weaken the interior style clarity of output because they 
seldom meet the exact interior style standards, despite the use of strict collection and sorting 

practices. On the other hand, virtual images reflect more accurate style characteristics based on 
defined standards. 

As a result, our procedural generation algorithm built on the Unreal Engine rapidly produced 
virtual images of various interior styles. The multi-domain StarGAN model enhanced with scaled 
residual blocks and skip connections transformed the style of an indoor scene image within a second. 

Also, the model trained on the virtual images was the most accurate method for our purposes. Our 
research underscores the feasibility of using synthesized virtual images for training deep learning 
models in interior design. This method supplements limitations of real images such as insufficiency 

and design inconsistency. 

Our model offers practical applications for 3D modeling and Building Information Modeling (BIM) 

by enabling the rendering of diverse interior styles without altering materials. Interior service 
platforms can use this model to offer customers with personalized style options for indoor scenes. 
The model quickly generates images without text prompts unlike general-purpose generative AIs 

like Midjourney and DALL·E2, so it is fast and convenient. 

Our procedural generation algorithm is currently limited to living room space, specific window 
views, and four interior styles. Future work should extend this algorithm to other living spaces 

including bedrooms, kitchens, and offices. This extension could build upon previous studies like that 
of Feklisov et al. [4], which generated whole-house layouts. Small props such as books, flowers, and 

clothes can be added for realism. Increasing style options and creating a robust database of meshes 
and materials would also enhance usability.  

Our StarGAN model operates at a 256×256 resolution due to computational constraints. While 

suitable for mobile and web applications, higher resolutions are required for professional rendering. 
This could be achieved by resizing the input and output layers. Furthermore, future versions of the 

model should focus on more dramatic transformations of furniture textures, forms, and ornaments. 
Employing an independent classifier instead of an auxiliary classifier in the discriminator could yield 
more detailed feature changes [13]. 

 

 
 

Figure 6: Change of losses during training: (a) adversarial loss, (b) domain classification loss, and 

reconstruction loss. 
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Figure 7: Model output trained with only virtual images. 

 
 

Figure 8: Model output trained with combined dataset of virtual and real images. 
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Figure 9: Model output trained with only real images. 
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