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Abstract. The development of Topology Optimization methods has enabled engineers to
generate shapes that satisfy given functional and structural constraints. These methods are
derived from mechanics principles embedded in FEA. They progressively remove underutilized
material and keep material that represents load paths. However, they produce organic shapes
that may be non-manufacturable and are not easily converted to parametric CAD models
for size optimization. Consequently, many designers start with proven past designs that may
already be in the form of parametric CAD and modify them to new speci�cations. The
�rst approach is purely analytical, while the second uses experiential knowledge. This paper
presents a methodology to combine the advantages of both, as follows. Two large data sets
are arti�cially curated, one generated from existing designs (parametric CAD) and the second
from "fuzzi�cation" of those designs to resemble features in topology-optimized meshes. An
algorithm is trained to match feature patterns of a given TopOpt mesh to members of the
fuzzy data set. Now, assume that the designer starts by performing topology optimization of
a new component of the same type. The trained algorithm is used to �nd the closest matches
of that design in the fuzzy set, which relates to the seed design in the parametric data set.
Finally, the feature pattern found is conformal mapped to the geometry of the new design.
While this methodology is primarily demonstrated using automotive hood frames, it can be
generalized to any sheet metal component. The last section discusses the generalizability of
this approach.
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1 INTRODUCTION

In the design of mechanical components and support structures, one must perform stress and failure analysis.
Function constrains some shape and size parameters; the rest are determined by minimizing volume/mass while
keeping the structure within safe strength limits. The domain of this study is automotive upper-body design.
Designing an automotive structure is a multilayered complex problem involving consideration of operational
and crash safety, cost, regulations, weight, noise and manufacturability. Upper body frames are essentially
welded sheet metal assemblies (Fig. 1). Components are commonly stamped from 1.2 mm DP steels. The
load-bearing structure is severely constrained between the inner and outer styling surfaces.

The component chosen for this study is the structural design of the support frame for hoods. Hood skin
surfaces vary in width, length, aspect ratio, normal depth and curvatures; outer edges have various pro�les,
and some have waterfall sides. Figure 2a shows various rib and pocket feature patterns. Frame characteristics
are dictated by styling; the hood designer needs to come up with the rib/pocket pattern for the hood frame
and secondary features, such as hinges, locks, etc. (Fig. 2b) The purpose of ribs is to add bending sti�ness,
while pockets are for reducing weight. These designs have evolved by trial and error over many generations of
vehicles rather than by pure analytical methods. Of course, any such design needs to go through stress and
failure analyses and testing.

Figure 1: Upper body structure

When a new vehicle model is developed, the hood styling surfaces may change in size, aspect ratio and
curvatures. The common tendency then is to adapt the previous feature pattern to the new skin. Past designs
encode valuable experiential knowledge from analysis, testing and consumer �eld use data. Although time
e�cient and safe, this approach may be missing opportunities for producing new shapes or sizes. Additionally,
feature patterns not explored before for a given vehicle platform may lead to meeting objectives better. The
advent of Topology Optimization (TopOpt or TO) has made it possible to produce new shapes from �rst
principles to satisfy given boundary conditions, mass minimization objectives and constraints. However, these
organic shapes seem di�cult to manufacture at �rst sight by mainstream mass production processes. These
observations lead to the following question: What if a very large data set of hood frames existed, containing a

(a) Examples of hood support frames (b) Features on a hood frame

Figure 2: Hood support frames
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large variety of feature patterns, shapes and sizes; could the irregular organic designs produced by TopOpt be
used to �nd a close match in the hood frame database? This is the central question that is explored in this
paper.

2 TECHNOLOGY REVIEW

Three areas relevant to this work will be reviewed here: 1) manufacturing constraints embedded in extant
topology optimization software, 2) large geometric data sets for ML, and 3) machine learning algorithms.
The methods proposed in this paper are novel and literature on a combination of methods is very limited.
This section discusses literature relevant to the tools and algorithms used to develop and test the proposed
methodology.

2.1 Topology Optimization and Manufacturing Constraints

To extend the manufacturability of TopOpt designs beyond additive manufacturing, state-of-the-art software
has introduced so-called manufacturing constraints. These include min/max member size, symmetry about
given planes, uniform cross-section in a particular direction to make a part amenable to extrusion and tapering
in some direction apparently to allow removing from dies and molds [30]. These are rather simplistic attempts
at manufacturability. For example, many casting processes may involve multiple-piece dies/molds, cores,
ejector pins, etc., not just unidirectional ejection. Also, TopOpt today cannot produce hollow sections, such
as those formed by joining two stamped hat sections at �anges, like that in A and B pillars. Another issue
is producing pockets in hood supports with regular boundaries. The only way to do that is to prede�ne
excluded regions, which defeats the purpose of topology optimization by biasing creation of holes or pockets
at particular locations. Manufacturing constraints are implemented as �lters to remove designs that violate
those constraints. Various Heaviside functions have been used as �lters [36]. It is fair to say that today, it is
not possible to get realistic manufacturable designs for mass-production processes directly from TopOpt.

2.2 Geometric Data Sets for Machine Learning

Training a machine learning algorithm requires datasets that account for various factors like quality, quantity,
validity, and balance. These factors play an essential role in the overall performance of the algorithm. Large
datasets in the �elds of sales and business applications have been around for a while. However, in recent
years, a few datasets have been generated for training ANNs (Arti�cial Neural Networks) in the engineering
domain. The most common ones are the Modi�ed NIST [10] and the Fashion-MNIST [35]. The MNIST
and Fashion-MNIST datasets contain images of numbers and clothing apparel. Neither dataset contains data
suitable for mechanical engineering or product design domains.

Methods have been developed to create datasets that include 3D data and corresponding annotations that
include bounding boxes and viewpoints [11, 12, 15, 24]. These data sets are usually small (less than 1000
entities) or have fairly simple everyday objects that do not contain complex geometries, like the ones used
in automotive body in white designs. Most datasets with viewpoint annotations are small in scale, coarse in
viewpoint discretization and simple in scene context. The dataset developed by Xiang et al [34] has a large-
scale database with 2D images and 3D shapes for 100 object categories. The objects have 3D annotations to
objects by aligning the closest 3D shape to a 2D object. Koch et al [7] demonstrate a method to collect CAD
data from a publicly available interface hosted by Onshape, post-process it, and convert it into representations
suitable for machine learning algorithms. The size of the dataset is close to 1 million entities of everyday
objects belonging to pre-de�ned categories [24]. The 3D CAD data obtained are in STEP format, which
includes the BRep of the models. This data is further discretized to generate triangulated meshes that can
then be fed into machine learning algorithms. However, the objects in the dataset are miscellaneous objects,
not alternative designs to satisfy the same function and design specs.
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In the engineering design domain, the use of data-driven design/automation is extremely desirable, re-
quiring speci�c high-quality datasets which particularly di�cult to come by. In such applications, data with
higher resolutions, greater modality, and parameterization is required for learning useful relationships. Hence,
engineering datasets inherently tend to be more customized to one speci�c application, requiring design-
ers/researchers to curate the data required for each unique design space. Several such engineering datasets
are the BIKED dataset [22] which includes assembly images, component images, design parameters, and labels
for 4,500 unique bicycle designs. Chen et al. extended the UIUC Airfoil dataset [25] of nearly 1600 real airfoil
designs to include aerodynamic lift and drag performance values [1]. Another dataset includes the microstruc-
tures for metamaterial systems curated by Wang et al. [31]. It also includes the associated tensor sti�ness
values. Wu et al. introduced another unique dataset called ModelNet [40]. The dataset was generated for a
study of recognizing/generating a 3D shape based on a depth map image and contains over 150,000 3D voxel
geometries across 660 unique categories. The CarHoods10k dataset [33, 21] has a more profound technical
signi�cance and applicability than some of the other datasets. CarHoods10k was generated and curated using
methods outlined in Ramnath et al. [17, 16]. Speci�cally, it deals with automotive hood frame generation,
but the work�ow methods could be applied in virtually any engineering design domain.

Although these datasets are novel and valuable in their respective domains, they do not guide designers
in creating a parameterized CAD model inspired by TO meshes. Hence a new dataset was curated that had
a good balance between volume and variety, assisting designers with creating parameterized CAD models
that mimic the performance of results obtained from TO. This dataset, along with the CarHoods10k dataset,
enables training a machine learning algorithm e�ectively.

2.3 Machine Learning Algorithms

2.3 Machine Learning Algorithms The idea of developing machine learning algorithms is to enable machines
to view and perceive features and patterns in training data and to use this knowledge for a multitude of
tasks like image recognition, classi�cation, natural language processing, etc. Advancements in deep learning
has led to the development of Convolutional Neural Networks (CNNs). A CNN is a class of arti�cial neural
network (ANN), most commonly applied to analyze visual imagery [29]. CNNs are based on the shared-
weight architecture of the convolution kernels or �lters that slide along input features and provide translation-
equivariant responses known as feature maps [39].

Deep convolutional neural networks [8, 9] have led to a series of breakthroughs for image classi�cation
[9, 26, 38]. Deep networks naturally integrate low/mid/high-level features [38] and classi�ers in an end-to-end
multi-layer fashion, and the "levels" of features can be enriched by the number of stacked layers (depth).
More recent studies show that network depth is critical, and the leading results [28, 3, 5] on the challenging
ImageNet dataset [23] all require "very deep" models, with a depth of sixteen [28] to thirty [5].

Driven by the signi�cance of depth, a question arises: Is learning better networks as easy as stacking more
layers? An obstacle to answering this question was the notorious problem of vanishing/exploding gradients,
which hamper convergence from the beginning [4]. Deeper networks su�er from a problem of degradation
when they start to converge. An increase in depth, causes the accuracy to get saturated and then degrade
rapidly [4]. Figure 3 compares the training and test errors of two networks (shallow vs deep) used on the
same dataset.

The degradation problem is addressed by introducing a deep residual learning framework. Instead of hoping
each few stacked layers directly �t a desired underlying mapping, these layers are allowed to explicitly �t a
residual mapping [4]. In other words, the network can perform a 'skip connection' identity mapping as shown
in Fig. 4. This identity mapping does not have any parameters and is just there to add the output from the
previous layer to the layer ahead (by skipping the current layer). In most cases, the output from the previous
layer and input to the next layer will not have the same dimension. Hence, the identity mapping is multiplied
by a linear projection to expand the channels to match the residual. The Skip Connections between layers
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Figure 3: Training error (left) and test error (right) for 20-layer and 56-layer deep networks. The deeper
network has higher training error, and thus test error [4]

Figure 4: Residual learning: a building block [4]

add the outputs from previous layers to the outputs of stacked layers. This results in the ability to train much
deeper networks than what was previously possible.

The architecture developed by He et al. [4] followed the following rules:

1. If the output feature maps have the same resolution e.g. 32 x 32 → 32 x 32, then the �lter map depth
remains the same

2. If the output feature map size is halved e.g. 32 x 32 → 16 x 16, then the �lter map depth is doubled.

Given the drawbacks of plain or regular deep networks and the advantages of ResNet, the latter was used
to develop an algorithm to perform image recognition and classi�cation on the fuzzy dataset.

3 OVERVIEW

A high-level view of the data-centric system is shown in Fig. 5. It utilizes two large data sets of hood frames:
one contains 10,000 parametric CAD models (Catia V5), and the other contains 6000 images of topology
meshes of frames (fuzzy set). The term "fuzzy" here relates to the organic shapes obtained from TO. The
contents and generation procedures are elaborated in later sections. It is envisioned that a hood frame designer
is tasked with designing a support frame for a new hood skin. They will start by creating an o�set solid of the
skin to represent the available space for the frame, the upper boundary surface being the skin and the lower
dictated by engine components. Topology optimization will then be conducted in some commercial software
for one or more boundary conditions, such as hood lift, hood twist, frontal and side impact, and local impact.
The resulting topology will be fed into a machine algorithm trained on the fuzzy data set. The ANN will try to
�nd the closest matches of the topology to members of the fuzzy set. The seed design from the CAD data set
corresponding to the matches found will be presented to the designer for review and selection. The selected
design will be sent to another module that maps the feature pattern from the chosen CAD design to the new
skin. This conformal mapping process is elaborated in a later section. Finally, an automatic parameterization

Computer-Aided Design & Applications, 22(1), 2025, 42-67
© 2025 U-turn Press LLC, http://www.cad-journal.net

http://www.cad-journal.net


47

process will be used to produce a parametric CAD model, which the designer can analyze and modify as if it
had been created from scratch.

Figure 5: Work�ow of Data-centric Hood Frame Design

4 PARAMETRIC CAD DATA SET

A parametric CAD data set of 10,000 hood designs was generated in a previous project. The CarHoods 10k
data set has been made available to the public [33, 21]. The details of procedures for generating this large set
can be found in [17, 16, 32]. A quick overview is given in this section.

ML requires large data sets for training and validation. Apart from data volume, the set must be carefully
curated to have variety and balance of relevant features/parameters. We started with six hood frames of actual
hoods used in vehicles produced by our collaborators from the industry (Honda Design and Manufacturing
Americas LLC). It was determined that 10,000 designs were needed for ML. Because many CAD models cannot
be produced manually, the CAD model generation had to be automated. This necessitated the simpli�cation
of the geometry by omitting irrelevant features and idealizing curve and surface geometries. To con�rm that
the idealized geometries were still good surrogates for actual geometries, FE analyses of hood lift and twist
under static loads were done on the six base models and their idealized counterparts. Several changes were
made to the idealized CAD models to get them to yield de�ection results that matched the base hood results
within an acceptable range. The number of base models was increased to 10 in subsequent studies.

The next step was to enhance shape variety. This was achieved by mapping each of the 10 feature patterns
of frames to each of the 10 skins, producing 100 shape variants (Fig. 6). The top row shows the 10 base skins.
The diagonal in the 10x10 matrix represents the original frame on each base skin; the o�-diagonals are feature
patterns mapped from the original base to other skins. Originally, mapping was done with a combination of
macros and user-de�ned features in a leading commercial CAD system [17]. This was speci�c to each type of
feature pattern and required a constraint network to avoid feature-feature intersections. In this paper, we will
present a generalized approach using Conformal Mapping based on interpolating functions.

The next step was to generate 100 size variants for each shape in Figure 7. This was done by varying feature
size parameters using an optimal space-�lling scheme for fractional factorial DOE with �ltered parameters,
giving 10,000 size and shape variants. Models were analyzed for key load cases using a standardized set of
boundary conditions not a�ected by hood shape and size [13]. Since we used di�erent CAD and FEA software,
bridge software (CADNEXUS) was used to transfer parametric CAD models between the two. Thus, all 10,000
models in the dataset are associated with key FE results.

This dataset has also been used in conducting three non-traditional DOE-based optimization studies since
the parametric sets vary with shape variants [19, 20, 27, 18].
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Figure 6: Shape variants of hood support frames [33]

5 FUZZY DATA SET

Another dataset is needed for matching TopOpt results to existing designs in the CarHoods10k set since
the latter cannot be used directly for this purpose. CarHoods10k set contains precise BReps with regular
boundaries of features, while TopOpt produces irregular and organic shapes in the form of meshes, even with
disconnected regions and hanging "tails" (fuzzy features). The situation is analogous to ML for handwriting
recognition where handwritten datasets (for example, EMNIST [2]) is used rather than typeset letters. The
handwritten dataset contains squiggly lines as opposed perfect form in the typeset letters.

Any training data sets for machine learning must be adequate size, variety, and balance. The modality
that the target machine-learning algorithm can handle must also be considered. The need for big data requires
that automated procedures be implemented. The need for variety requires manipulating di�erent topology
optimization settings. The need for balance requires consideration of combinations of variants that span the
optimization space well.

There were two approaches considered for generating the fuzzy feature data set. First, there was a skin-
based domain system. To force the generation of pockets, it was necessary to use "starter holes", which
essentially biases results. This would be a 'cheat' method of developing di�erent topologies because changing
the starter hole sizes and locations biases the �nal result. One could randomize hole locations to produce
novel designs. However, there was a poor match between topology optimization results and existing hoods.

The other approach for generating the fuzzy feature database was using a support frame from the CAD
dataset as the TopOpt domain region. The frame itself (a skin and feature pattern) was used in this approach.
This approach used no starter holes. Boundary conditions and TopOpt parameters were manipulated to get a
variety of resulting topologies. Further, adding or suppressing features of the frame randomly gave additional
variety. Another advantage of this approach was that resulting topologies were already labeled with the seed
from the CAD data set. Table 1 summarizes these observations. For these reasons, frame-based fuzzi�cation
was used to produce the fuzzy database.
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Table 1: Comparison of Fuzzy Dataset Generation Methods

Skin based TO Domain Frame based TO Domain

Produces novel designs Limited by pockets and features

Poor match between TO results and existing
hoods

Match between TO results and existing
hoods is high

Requires additional clustering algorithms to
assign labels

Ease of labeling "fuzzi�ed" dataset based on
skin and features

Figure 7: Hood Example (Outer Perimeter in Red)

5.1 Generating the Dataset - Geometries, Boundary Conditions, and Setup

The 100 shape variants shown in Fig. 6 were used as seeds for generating the fuzzy data set. Figure 7 shows
feature types found on most frames: pockets in depressions, walls around pockets, front and back ribs, and
support for hinges and locks.

FE boundary conditions for hood lift and twist were standardized to make them independent of skin size,
shape, and curvatures. Three main support locations (hinge and lock support areas) were used. Hinges were
simulated by having no remote displacement allowed except for Y-axis rotation. All DoFs of the lock were
�xed. Standardized loads of 150N were applied to the front corners of the hood in the same direction to
simulate lift and the opposite to simulate twist.

Sixty di�erent topologies of each seed frame were generated by manipulating TopOpt settings and selective
feature suppression, resulting in 6000 designs for the fuzzy database. The outer perimeter was speci�ed as
an exclusion region for TopOpt. Compliance minimization was used as the optimization objective. TopOpt
setting manipulated were penalty factor (3-5) mass retention percentage (20-70%). Most hoods are symmetric
about the longitudinal center plane. A manufacturing constraint of symmetry about the Y-Axis was added to
account for this. A minimal member size of 20 mm was added for practicality to avoid tiny material slivers.
Figure 8 shows a few fuzzy designs generated from CAD seeds.

Other methods, outside of Topology Optimization, were investigated. For instance, mesh morphing was
considered but did not lead to feature variations. Another idea considered was direct editing, followed by
meshing, of CAD models in the 10K dataset. This involved parametric variations of existing features and
locations. It was di�cult to automate for generating valid geometric models.
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(a) Seed Design #1 from CAD database (b) Seed Design #2 from CAD database

(c) Sample fuzzy designs from seed # 1 (d) Sample fuzzy designs from seed # 2

Figure 8: Subset of fuzzy designs generated

6 TRAINING ML ON FUZZY DATA SET

The decision to �nd suitable ML for training on the fuzzy set to match designer-produced topologies is coupled
with the model modality to use. The results of TopOpt are 3D meshes, which can be expressed in various
formats, such as STL. It is di�cult to recognize 3D objects in their entirety; one approach used is to use
orthographic projections to get 2D [6]. Another modality that could be used was pixelated images rather than
geometric models. This latter modality is attractive because image recognition by ML is a well-developed
�eld. From Fig. 8, one can see that top views of topologies capture a great deal of frame characteristics.
Therefore, in this project, just the top view captured as a 2D image was used for training ML algorithms.

Screen captures were taken of the topologies and saved initially as high resolution (1473x758) *.png �les.
These images were cropped at outer boundaries to reduce image size. Some experimentation was done to �nd
a lower resolution level without signi�cantly losing features for enhanced e�ciency.

6.1 ML Algorithm Selection

The capabilities of di�erent Arti�cial Neural Networks were surveyed. A feedforward neural network (FNN)
is unsuitable for image processing because too many neurons are needed, and spatial relations are lost. A
convolutional neural network (CNN) assembles patterns of increasing complexity using smaller and simpler
pattern encoded in their �lters (kernels). Still, CNNs with many layers may su�er from vanishing gradient
problems in backpropagation. Residual nets can skip layers in initial training, and then the network gradually
restores the skipped layers as it learns the feature space, as described in section 2.3. Hence, the ResNet model
was chosen over the plain deep network. During this project, two open-source ANNs were experimented with:
ResNet(50) and ResNet(101) [37]. The 50 and 101 in the ResNet models refer to the number of convolutional
layers in each model respectively. Further, serial and parallel machine learning networks were considered for
feature recognition, but this was not pursued at this time; it may be of use in the future.

Similar to a regular CNN, ResNet also contains di�erent �lters that focus on di�erent aspects while creating
the feature map of an image. As the images progress through the layers, the details from the images slowly
disappear, generating a pattern in the feature maps that human eyes cannot detect, but a neural network can.
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The last set of fully connected layers are �nally used to classify the input. Shown in Fig. 9 are various feature
maps generated for a given input hood. Feature map 0 is generated at layer 1; feature map 10 is at layer
10 and so on. Each feature map enables the network to learn speci�c parameters or features in the input image.

The training was completed on the full dataset for both ResNet50 and ResNet101. The goal was to reduce
the loss. The loss is used to compute the gradients, which are used to update the weights. Figure 10 compares
the loss against the iteration number for ResNet50 and ResNet101.

As shown, at about iteration 10, ResNet50 performs just as well as ResNet101. Because of this, ResNet50
was chosen as the preferred network model for training the algorithm on the fuzzy feature dataset.

A limitation of the current state of the machine learning algorithm used in this research is that it only
considers a top-level view. An option considered using multiple views in parallel, speci�cally, a section view of
the hood, was proposed. Although this would aid in further improving the ML algorithm, the primary goal of
this research is to develop a method for �nding a preliminary match and then conformally map the features
onto the new skin. Hence, the study of including additional views or developing a more complex ML algorithm
has been left to future work.

7 CONFORMAL MAPPING

This section considers the following issue: once a topology-optimized result has been matched to a design in
the CAD frame dataset, how are the features mapped onto a new skin? New skins will generally be of di�erent
sizes, aspect ratios and surface curvatures. For the features to be accurately mapped onto a new skin, it is
important to account for the variations in the di�erence in aspect ratios and curvatures. This is done by using
conformal mapping, which is a technique used in �nite element analysis to map perfect elements onto irregular
surfaces. A similar approach has been developed for mapping the features from an existing hood frame model
onto a new skin. The following sub-sections will elaborate on conformal mapping and its use in hood frame
design.

7.1 Mathematical Background

In mathematics, conformal mapping is de�ned as angle-preserving functions for curves transformed from one
region to another. Conformal maps are function C that preserve the anlges between the curves. More precisely:
Suppose f(z) is di�erentiable at z0 and γ(t) is a smooth curve through z0. To be concrete, let's suppose
γ(t0) = z0 [14].

The function maps the point z0 to w0 = f(z0) and the curve γ to γ̂ : γ̂(t) = f(γ(t)).

Under this map, the tanget vector γ′(t0) at z0 is mapped to the tangent vector γ̂′(t0) = (foγ)′(t0).

Angles are preserved, but distances are not. This concept is exploited in FEA for formulating sti�ness
equations based on perfectly shaped elements (squares, cubes, equilateral triangles) but using them for im-
perfect variations of topologically equivalent elements resulting from mesh generation of irregular bodies. For
example, sti�ness equations for a perfect square can be used for any QUAD element, with the caveat that
accuracy varies with the extent of deviation. FEA implements a mapping from perfect to distorted shapes by
establishing a local coordinate system independent of the actual size and shape. In 2D, the LCS (r, s) has its
origin at the areal center; regardless of actual size, r and s vary between ±1. The corner nodes are assigned
extreme values. For elements with mid-side nodes, one coordinate is taken as zero (Fig. 12).

FEA uses shape functions N(r, s) to map interior local coordinates (ri, si) to global coordinates (x, y)
based on global nodal coordinates (xi, yi) as shown in Eq. 1, 2.
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(a) Feature Map 0 (b) Feature Map 10

(c) Feature Map 20 (d) Feature Map 40

Figure 9: Example of Feature Maps for a speci�c hood at various layers
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Figure 10: Loss vs Iteration Number, ResNet50 vs ResNet101

Figure 11: Conformal mapping example

Figure 12: CS de�nition for QUAD element
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Table 2: Shape functions for 8-noded QUAD element

N1 = −0.25(1− r)(1− s)(r + s+ 1) N5 = 0.5(1− r2)(1− s)

N2 = +0.25(1 + r)(1− s)(r − s− 1) N6 = 0.5(1− s2)(1 + r)

N3 = +0.25(1 + r)(1 + s)(r + s− 1) N7 = 0.5(1− r2)(1 + s)

N4 = −0.25(1− r)(1 + s)(r − s+ 1) N8 = 0.5(1− s2)(1− r)

xi =
∑
j

Nj(ri, si)xj (1)

yi =
∑
j

Nj(ri, si)yj (2)

where (ri, si) and (xi, yi) are local coordinates of interior point i, and (xj , yj) are global coordinates of
node j. Shape functions Nj(r, s) correspond to node j and are evaluated at (ri, si).

7.2 Formulating Mapping Equations for Hood Features

The above mapping concepts were applied for mapping geometric features from one hood to another. It was
observed that hood feature patterns have half symmetry. Therefore, only half the hood needs to be used in
mapping, followed by mirroring the CAD model obtained about the symmetry plane. If the outer boundary of
the hood is treated as if it were a Quad element. certain key points on it could be considered to be analogous
to FE nodes. Key points on primary features, such as pockets, could be treated as interior points, and their
positions relative to the nodes could be represented by local coordinates. These relative positions could then
be mapped to a di�erent hood using shape functions. However, in FEA, mapping only goes from local to
global. For hoods, the local coordinates of key points must �rst be determined from the originating hood
before mapping them to the target good. The latter will be referred to as "Forward Mapping", while the
former is "Inverse Mapping". Forward mapping is identical to what is used in FEA, and those shape functions
can be directly used. But Inverse Mapping equations need to be derived.

The symmetric half of hood skins shown in Fig. 13 do not have sharp corners or just 4 sides. However,
one can manually identify boundary points that can be treated as corner nodes. Also, it is observed that some
of the boundary edges are not straight. For this reason, it makes sense to use shape functions for higher-order
Quads; mid-side nodes allow curves to be represented. The key points shown in Fig. 13, akin to FE nodes,
will be referred to as Boundary Points (BPs).

There are as many shape functions as there are nodes. For 8-noded Quads, commonly used shape functions
are listed below.

These functions can be used directly for Forward Mapping for �nding global coordinates of point i using
global BP coordinates by evaluating Ni at local (r, s) coordinates of any interior point i, as shown in Eq. 3

[
xi

yi

]
=

[
N1 0 ... ... N7 0 N8 0

0 N1 ... ... 0 N7 0 N8

]


x1

y1

..

..

x8

y8


(3)
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Figure 13: Boundary points of hoods (analogous to FE nodes)

In Inverse Mapping, global coordinates (xi, yi) of key feature points (KPs) are known in the originating
hood. To �nd the local coordinates in that system, we need to write the above equations in terms of the
unknown local coordinates (r, s). This results in two quadratic equations in two unknowns r, s as shown in
Eq. 4 and Eq. 5.

xi = −0.25 ∗ (1− r) ∗ (1− s) ∗ (r + s+ 1) ∗X1

+ 0.25 ∗ (1 + r) ∗ (1− s) ∗ (r − s− 1) ∗X2

+ 0.25 ∗ (1 + r) ∗ (1 + s) ∗ (r + s− 1) ∗X3

+−0.25 ∗ (1− r) ∗ (1 + s) ∗ (r − s+ 1) ∗X4

+ 0.5 ∗ (1− r2) ∗ (1− s) ∗X5

+ 0.5 ∗ (1− s2) ∗ (1 + r) ∗X6

+ 0.5 ∗ (1− r2) + (1 + s) ∗X7

+ 0.5 ∗ (1− s2) ∗ (1− r) ∗X8

(4)

yi = −0.25 ∗ (1− r) ∗ (1− s) ∗ (r + s+ 1) ∗ Y1

+ 0.25 ∗ (1 + r) ∗ (1− s) ∗ (r − s− 1) ∗ Y2

+ 0.25 ∗ (1 + r) ∗ (1 + s) ∗ (r + s− 1) ∗ Y3

+−0.25 ∗ (1− r) ∗ (1 + s) ∗ (r − s+ 1) ∗ Y4

+ 0.5 ∗ (1− r2) ∗ (1− s) ∗ Y5

+ 0.5 ∗ (1− s2) ∗ (1 + r) ∗ Y6

+ 0.5 ∗ (1− r2) + (1 + s) ∗ Y7

+ 0.5 ∗ (1− s2) ∗ (1− r) ∗ Y8

(5)

7.3 Mapping Implementation

The �rst step is to manually select BPs on baseline skins and KPs on baseline frame features. CAD models
of 10 base hoods were used for this project. Eight BPs were de�ned on one-half of the base skins (Fig. 14).
For some hoods, there is no clear corner point or mid-point, so one needs some judgment to prede�ne those
on known skins. The midpoints were selected by using 0.5 geodesic length of side, as this would allow for
a consistent selection on all hoods. In the study, 9 out of 10 skins were symmetric. The drawback of the
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symmetry assumption is mitigated by the fact that the topology optimization used a y-symmetrical constraint,
thus the data used in the training of the machine learning algorithm were symmetrical.

Figure 14: Mapping implementation

The next step was to select key frame features and de�ne KPs for mapping. Each hood had unique features
and patterns. Typical features were identi�ed and classi�ed. The distinction was made between primary and
secondary (dress-up) features. Only the KPs of the primary need to be mapped, while dress-up features could
be generated in CAD in relation to the primary. Dress-up parameters also need to be extracted (e.g., rib
height).

The pro�le of features was approximated as polylines, straight and circular (Fig. 15). The former can be
de�ned by 2 KPs, while the latter with 3 KPs (mid-points of each arc/corner and both tangent points). Using
Inverse Mapping equations, the local coordinates of KPs are determined.

Figure 15: Feature boundary capture as a series of KPs

BPs need to be manually de�ned the �rst time a new target skin to which features are to be mapped, is
considered. Automated procedures were implemented to Forward Map feature KPs to the new skin.

As seen in Fig. 16, the primary features are pockets and depression. CAD surface modeling with such
features is created by sketching pro�les and extrusion/cutout operations. Therefore, a generalized sketching
macro (VBScript) was implemented that used KP global coordinates captured in Excel �les and created feature
pro�les. Figure 17 shows an example of mapping pro�les from a baseline skin-frame combination to a new
skin. Macros designed to work within Catia V5 GSD workbench.

A second macro, the Builder macro, was implemented for sketch-based 3D operations: parallels, projections,
translations, lofts, and �lls. Projections, lofts, and �lls are dimensionless; however, translations and parallels
have dimensions. For these dimensions, the use of a scale factor was used while building the initially conformally
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Type: Triangles (3)
& Parallelograms (4)
#Pts: 50

Type: Triangles (3)
& Parallelograms (1)
#Pts: 26

Type: Hexagons (4)
#Pts: 24

Type: Triangles (1)
& Parallelograms (3)
#Pts: 30

Type: Triangles (2)
& Circular Fills (2)
& Quadrilaterals (2)
& Penta Laterals (2)
#Pts: 56

Type: Triangles (6)
& Circular Fills (2)
& Middle Depression
#Pts: 56

Type: Triangles (4)
#Pts: 24

Type: Triangles (5)
& Circular Filles (2) &
Depression #Pts: 58

Type: Quadrilaterals
(3) & Hex Lateral,
Middle Pocket #Pts:
52

Type: Quadrilaterals
(8) #Pts: 58

Figure 16: Key points for base frame primary features

Figure 17: Mapping pro�les
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(a) Parallels and Projections Example (b) Projections and Translations

Figure 18: Subset of fuzzy designs generated

Figure 19: Builder Macro: from pro�le sketches to 3D features

mapped hood. The scale factor is the initial pattern's hood's skin area/new skin area. The cutouts in the
surface model that represent the pocket features were de�ned by the innermost loop of the sketches used to
de�ne the ribs/walls.

The builder macro uses the sketches for the pro�les to generate parallels (o�set curves) needed for creating
rib features. Then, the macro projects the required parallels and sketch pro�les onto the new skin surface.
Figure 18 shows examples of the operations performed by the builder macro. The depth/thickness of each
rib is used to create o�set curves from the surface. The parallel curves projected on the skin and the o�set
curves are lofted together to de�ne the rib feature. The ribs created by lofting the curves resulted in open
features and had to be closed using the �ll surface operation. Figure 19 shows the builder macro result from
key pro�le sketches.

8 MODEL PARAMETERIZATION

The ultimate objective of this project is to generate conceptual designs driven by topology optimization. Then
designers can take the conceptual design and take it through detailed design. That requires modifying the
geometry, adding and deleting features, and additional analyses. Therefore, it makes sense to produce a
parametric CAD model that the designer can edit with key parameters. Editing is done at several levels:

� Local - pocket side dimensions, �llet dimensions, rib width and heights

� Global - This could move and rotate entire feature group or clusters

� Inter-cluster - This would allow changes of the relative distance between clusters

� Intra-cluster - This would allow for movements of pockets within a cluster.

Since feature parameters are extracted for use in the builder macro, they can be used for local editing. As
shown in Fig. 20, there are 4 main parameters: pocket depth, rib depth, parallel 1 (inner rib), and parallel 2
(outer rib). As mentioned before, the initial auto-generation of the CAD model with the builder macro uses
scaling of these parameters since they are not dependent on the 2D boundary points. This gave the ability of
parametrization so that the user could adjust them after the hood was built.
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Max Pocket Depth Max Rib Depth

Parallel1 Length (Outer Rib) Parallel2 Length (Inner Rib)

Figure 20: Edit-able local parameters

A cluster is a group of related features, such as multiple pockets in a depression with ribs of the same
width and height around the perimeter (Fig. 21). Operations on clusters can facilitate the transformation of
an entire group while preserving the dimensions and relative positions. This was done by pre-de�ning a 3D
reference point (or cluster reference point) for all sketches. These 3D points are also projected with sketches.
The cluster point can be used for global and inter-cluster positioning. Moving the cluster point will move all
sketches that use it as a reference, but the sketches themselves have to ability to be shape-shifted based on
designer requirements. There are two important assumptions: i) values for the pro�le position parameters are
chosen such that they don't intersect each other, and ii) the pro�le sketches form closed loops.

Figure 21: Feature cluster

9 CASE STUDIES

9.1 Application of Conformal Mapping to New Design

In the case of new skin (without the frame), the designer can perform topology optimization to obtain an
analytical solution based on the boundary conditions and loads. In this case study, only the hood lift load
case was considered since both datasets were created for this case. The new skin is not part of any of the
current datasets. The �rst step is to obtain the results from TO and capture a top view of the same to be
processed using the ML algorithm. Figure 22 shows the CAD model of the skin surface, the FE setup, and
results obtained from topology optimization.
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(a) (b)

(c)

Figure 22: (a) Input new skin (b) FE setup for TO (c) Results from TO

The TO result is saved as a PNG �le with a resolution of 1473 X 758 pixels. The result from topology
optimization is saved as a top view image (Fig. 22(c)) which is then used to �nd the closest matches of that
design in the fuzzy feature dataset. The ML algorithm trained based on the ResNet50 framework was used to
predict the closest match. The top three predictions from the algorithm are summarized in Table 3. The last
column ("Fuzzy Dataset") shows one sample from the fuzzy dataset for each combination of skin and pattern.

Table 3: Top three matches for the input skin in the fuzzy dataset

Rank Percentage Match Matched Skin# & PTRN# Image of Match

I 68.18% SKIN8 & PTRN3

II 23.66% SKIN10 & PTRN1

III 2.3% SKIN9 & PTRN3

Based on the output from the ML algorithm, the most suitable feature pattern is PTRN3 which is used on
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(a) (b) (c)

Figure 23: (a) Boundary points on SKIN8 (source) (b) feature points on PTRN3 (source) (c) boundary
points on the new skin (target)

Figure 24: Pro�les of PTRN3 mapped onto the new skin using macros

SKIN8. To conformally map PTRN3 from SKIN8 to the new skin, three sets of points have to be extracted.
The �rst is BPs from SKIN8, second is KPs from PTRN3 and the third is BPs from the new skin. Figure 23
shows the BPs from SKIN8, KPs from PTRN3, and BPs from the new skin.

The pro�le of the PTRN features was approximated using polylines, and straight and circular arcs. As
described in earlier sections, the local coordinates for the KPs are determined using the Inverse Mapping
equations. The Forward Mapping equations then map the local coordinates of features in PTRN3 to global
coordinates in the new skin using the corresponding BPs. The generalized sketching macro (VBScript) was
then used to create the pro�les of the features using the newly mapped KPs onto the new skin. Parameters
were added during the creation of the sketches to enable the designer to make changes to feature pro�les
e�ortlessly. Figure 24 shows the pro�les of PTRN3 created on the new skin.

The builder macro then performed its intended operations to create sketch-based 3D features: parallels,
lofts, �lls, pockets, etc. Parameters were also added during the generation of 3D features to control various
aspects like the thickness of ribs, depth of ribs, etc. The parallel curves projected on the skin and the o�set
curves are lofted together to de�ne the rib feature. The cutouts in the surface model that represent the pocket
features were de�ned by the innermost loop of the sketches used to de�ne the ribs/walls. The parameters
can be updated to make changes to the pro�les and/or position of the features. Figure 25 shows the builder
macro result from key pro�le sketches and a few variations generated by modifying the parameter values.

9.2 Generalizability of the Approach

The class of design in aerospace and automotive structures using sheet metal stamped assemblies have common
design features, even though the overall �nal design may be quite unique due to the combination, shape, and
position of said features. The common features can then be grouped and classi�ed using generic attributes
making the design process more modular. The conformal mapping method allows designers to take advantage
of the modular design process by using and combining features from one design into another.

The features on the door panel are represented using a combination of polylines, straight lines, and
curved arcs. The speci�c positions (KPs) are established in local coordinates through the Inverse Mapping
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(a) (b) (c)

Figure 25: (a) Hood frame model after conformally mapping PTRN3 onto the new skin (b) modifying
pro�le parameters (c) modifying position of features

(a) (b) (c)

Figure 26: (a) Boundary points (BPs) on door panel I (source) (b) key points (KPs) on panel features
(source) (c) boundary points (BPs) on the new door panel (target)

Computer-Aided Design & Applications, 22(1), 2025, 42-67
© 2025 U-turn Press LLC, http://www.cad-journal.net

http://www.cad-journal.net


63

equations. Subsequently, the Forward Mapping equations translate the local coordinates of the source door
panel's features to global coordinates on the new door panel surface using its corresponding BPs. To generate
the feature pro�les on the new surface, a sketching script (VBScript) was used, to incorporate the newly
assigned KPs. Additionally, parameters were integrated into the sketch creation process, allowing the designer
to make parametric updates (size, shape and position) to the feature pro�les. Figure 27 shows the resulting
pro�les of features on the new surface.

Figure 27: Pro�les of features mapped onto the new door panel using macros

The builder macro generated the 3D features from the sketched pro�les/outlines. These operations included
creating parallels, lofts, �lls, pockets, etc. Additionally, parameters were included in the generation of these
3D features to control features such as rib thickness and depth. The holes, representing cutouts in the surface
model, were determined by the innermost loops of the sketches used to de�ne the ribs or walls. By adjusting
the parameters, it's possible to modify the pro�les and/or positions of the features. Figure 28 illustrates
the outcome of the builder macro, showing the results from key pro�le sketches along with some variations
produced by tweaking the parameter values.

10 CONCLUSIONS

Prior to the development of Topology Optimization, the conceptual design of structural components was done
in an ad hoc manner, based on intuition and experience. Topology Optimization represents an analytical

(a) (b)

Figure 28: (a) Door panel model after conformally mapping the features onto the new panel (b) variation in
feature size and position by updating parameters
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approach that provides a guide on load paths where material needs to be reinforced and regions of low
stress where material needs to be removed. However, the full potential of this mechanics-based approach
is not realized because of limitations on manufacturability for mass production processes. This paper has
demonstrated how analytical and experiential knowledge could be combined to produce better conceptual
designs in the form of parametrized CAD models. These models are amenable to geometry modi�cations by
designers and the addition of other features needed in detailed designs, such as speci�c geometries of hinges,
locks, and Mastic features for adhesives. This approach relies on two large data sets, one of detailed CAD
models generated from past designs and one of TopOpt meshes. The approach has been demonstrated in the
context of a real-world complex structure, that of automotive hood support frames. But could be applied to
other structural components, as well. The Conformal Mapping approach developed as part of this research can
be used for transferring features and feature patterns from one component to another functionally equivalent
one.
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