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Abstract: For today's rapidly developing cities, identifying and managing urban architectural 
landscapes is an important task in urban planning, environmental monitoring, and disaster 

prevention. Traditional building identification methods mainly rely on manual surveying and 
on-site investigation, which is not only time-consuming and labor-intensive but also easily 
affected by human and environmental factors, resulting in inaccurate and incomplete 
identification results. This article introduced an urban architectural landscape recognition method 
that combined Deep Convolutional Neural Network (DCNN) and Light Detection and Ranging 

(LiDAR) technology. During the research process, by fusing multi-level features from images and 
LiDAR data, high-precision and efficient feature extraction was achieved, improving recognition 
precision and model generalization ability. Afterward, the ResNet (Residual Network) 50 model 
was combined with the extracted advanced features to form the model in this article. The model 
performance was improved through He parameter initialization, classification cross-entropy loss 
function, and Adam optimizer. The research results indicated that the model in this article could 
achieve good convergence in about 50 rounds during the training process, and the accuracy in 

testing also reached about 93%, which was a significant improvement compared to traditional 
model recognition. This research not only provides new ideas for the recognition of urban 

architectural landscapes and promotes their development but also offers reference methods and 
data support for studies in related fields. 
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1. INTRODUCTION 

With the continuous growth of the population and the rapid development of urban construction, the scale of urban 
buildings is constantly expanding, and the issues of recognition and management of various buildings within the 
city are exposed to the administrators. Important links of urban construction such as urban planning, 
infrastructure construction, environmental monitoring and emergency management all rely on relevant data of 

buildings within the city. Therefore, the recognition of urban architectural landscapes is indispensable. Traditional 

methods rely on manual feature extraction and traditional machine learning algorithms, which are inefficient and 
perform poorly in complex environments. Manual feature extraction requires a lot of professional knowledge and 
human resources and is difficult to handle large-scale data, while traditional machine learning has limitations in 
high-dimensional data and multi-source data fusion [1-2]. The development of LiDAR technology has made it 
possible to obtain high-precision 3D spatial information for image recognition [3], but LiDAR data alone cannot 
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fully capture architectural diversity and complexity [4]. The color, texture and edge features provided by image 
data compensate for LiDAR's lack of 2D visual information. Combining LiDAR and image data can fully and 
accurately describe the urban architectural landscape. Over recent years, there have been many researchers 
focusing on deep learning, especially DCNN, because it has brought a great change in image recognition, 

providing new tools for automatic extraction and fusion of multi-source data [5]. Compared with traditional 
manual feature extraction, DCNN has obvious advantages in terms of automation and robustness of feature 
extraction and performs well when dealing with large-scale data and complex pattern recognition tasks. DCNN 
automatically extracts multi-level features in image and LiDAR data through multi-layer convolution operations, 
improving the efficiency and accuracy of feature extraction, which brings the possibility of multi-source data 
fusion. Multi-source data fusion utilizes the advantages of various types of data to make up for the deficiencies of 
a single data source, achieving more precise and reliable identification [6]. Therefore, combining DCNN and LiDAR 

techniques for urban architectural landscape recognition is a research direction that most researchers have 
agreed upon. 

In this article, an efficient architectural landscape recognition method combining DCNN and LiDAR techniques 

is presented, which significantly improves the efficiency and accuracy of feature extraction by automatically 
extracting features from images and LiDAR data. Multi-source data fusion comprehensively captures the diversity 
and complexity of buildings, improving recognition accuracy and generalization ability. The innovation of this 

article lies in the combination of DCNN and LiDAR technology to solve the performance and accuracy problems of 
traditional methods, providing important data support and a decision-making basis for urban planning and 
management. 

2. RELATED WORK 

Urban building recognition is not a new research direction. As an inevitable topic in urban construction, there have 
been numerous related studies before. Early research mainly relied on traditional computer vision and image 
processing techniques, such as edge detection, texture analysis, and image segmentation. The edge detection 

algorithm proposed by Versaci M and the texture analysis method proposed by Chen D et al. achieved remarkable 
results in specific cases [7-8]. However, when confronted with a complex and changeable urban environment, 

especially when buildings are occluded, and affected by illumination changes or other environmental factors, 
these methods often exhibit low robustness and accuracy, leading to poor recognition performance [9]. With the 
advent of machine learning technology, researchers have attempted to use machine learning algorithms to 
improve the recognition of urban architectural landscapes. So far, traditional machine learning algorithms such as 
Support Vector Machine (SVM), decision trees, and K-Nearest Neighbors (k-NN), etc., have been widely applied in 

the field related to building recognition [10-11]. These algorithms automatically identify and classify buildings 
through model training. Compared with traditional image processing techniques, they show obvious advantages 
in processing large-scale data and complex pattern recognition tasks. Since traditional machine learning training 
relies on manually extracted feature vectors, their quality significantly affects the model performance. Moreover, 
in view of the complex and diverse characteristics of urban architectural landscapes, it is difficult to be 
comprehensive and precise through manual feature extraction, resulting in a significant decrease in the model 

recognition effect [12-13]. With the continuous progress of data collection technology, LiDAR technology has 
entered the field of urban architectural landscape recognition. Through emitting laser beams and receiving 
reflected signals, LiDAR technology can obtain high-precision 3D point cloud data containing information such as 
building height, volume, and shape [14]. Compared with traditional 2D image data, LiDAR data provides more 

abundant and detailed spatial information, significantly improving the accuracy and reliability of building 
recognition. Some researchers have conducted relevant studies. For example, Ji S et al. combined LiDAR data with 
aerial image data for automatic urban building extraction. However, these methods still face challenges in data 

fusion and feature extraction and have not fully exploited the advantages of multi-source data [15]. 

When researchers delve deeply into the potential applications of machine recognition, some are conducting 
application research on deep learning in the recognition field. Affected by DCNN, the field of image recognition has 
reached a new stage, and building recognition has benefited greatly from it. Through multiple convolution 
processes, DCNN can extract multi-level features by itself, enhancing the accuracy and efficiency of feature 
extraction [16]. In dealing with large amounts of data and complex patterns, the performance of DCNN is superior 
to traditional manual techniques, ensuring robustness and achieving the automation of feature extraction [17]. 

These characteristics have promoted academic research on the recognition of urban architectural landscapes 
based on DCNN. For example, Xu G accurately classified buildings in urban aerial images by virtue of the deep 
convolution network [18]. Nagy B enhanced the accuracy of model recognition by combining DCNN with LiDAR 
data [19]. The specific operation is to apply CNN to image data and 3D-CNN to LiDAR point cloud data and then 

conduct feature fusion, which can improve the accuracy of model recognition and classification [20]. Some 
researchers are delving into advanced technologies that can be applied to the recognition and reconstruction of 

urban building models, such as Generative Adversarial Networks (GANs) and autoencoders. Wang Z used GANs to 
construct high-resolution images for urban planning and design [21]. To achieve efficient data transmission and 
storage, Wang S et al. used autoencoders to compress and reconstruct 3D models of urban buildings [22]. LiDAR 
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and DCNN technologies have great potential in identifying urban architectural landscapes. However, there are still 
problems with this technology that require more research and development. 

3. PROCESSES 

3.1 Data Collection and Data Preprocessing 

To enhance the generalization ability of the model to the complexity and diversity of real image data, this article 
collects a large number of satellite images and point cloud data through datasets such as Google Maps as the 
experimental dataset, as shown in Figure 1. The ArcGIS software is used to interpret satellite images and classify 
and annotate buildings visually. The annotation process includes the drawing of building contours and the 

allocation of category labels, ensuring that each building is accurately labeled as a separate entity. For the 
convenience of training deep learning models in the future, the annotated dataset is divided into training, test, 
and validation sets in a ratio of 7:2:1. The training set is used for training and parameter optimization of the 

model; the test set is used for the final model performance evaluation; the validation set is responsible for model 
selection [23]. The preliminary formation of the urban architectural layout dataset is illustrated in Figure 2. 

 

 
 

Figure 1: Collected urban images. 
 

 
 

Figure 2: Urban view. 

 

After the dataset partitioning is completed, in order to optimize data quality and improve the effectiveness of 
subsequent model training and evaluation, it is necessary to preprocess the data. Firstly, LiDAR data is denoised, 
and the statistical outlier removal method is used. Based on the neighborhood distance and height differences 
around each point, anomalous points in the LiDAR point cloud are identified and removed, improving the spatial 
consistency and accuracy of the data. By setting a threshold for the number of points within a fixed radius, 
low-density and abnormally distributed LiDAR point cloud data are filtered out, further cleaning the dataset [24]. 

Afterward, point cloud segmentation is performed on the denoised LiDAR data to extract the required point cloud 
information. This article adopts a segmentation algorithm based on region growth, which gradually merges 
adjacent points to form continuous building fragments based on the geometric and geographical attributes of 
point clouds, accurately reflecting the shape and contour of buildings [25], as shown in Figure 3. In order to 
extract features from LiDAR data, this article uses the RANdom SAmple Consensus (RANSAC) algorithm [26]. The 

initial iteration count is set to 100, and the distance threshold is 0.1 meters. At each iteration, 5 points in the 
dataset are randomly selected as sample points to calculate the relevant parameters of the plane model. Then, the 

distances from all data points to the fitting plane are calculated and points with distances less than the distance 
threshold are marked as interior points. The iteration stops when the previously set number of iterations is 
reached. The images before and after processing are shown in Figure 4. 
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Figure 3: Building outlines under the region-growing segmentation algorithm. 
 

(a) (b)
 

Figure 4: Image data after denoising and segmentation: (a) preprocessing image, (b) processed image. 

 

In addition to processing LiDAR data, satellite images also need to be processed. Firstly, using GIS tools, the 

required areas are cropped to appropriate sizes, and bilinear interpolation is used to resample the cropped image, 
ensuring that all input images have the same spatial resolution. Due to the frequent influence of the atmosphere 
on satellite images, it is necessary to use Quick Atmospheric Correction (QUAC) tools to correct the images [27]. 
Through histogram equalization and Gaussian filtering, the contrast and noise removal of the image are 

enhanced. Afterwards, principal component analysis (PCA) is performed on the image to fuse some features and 
reduce redundant information [28]. Finally, similar to LiDAR data processing, feature extraction is required for the 
image. Urban planning feature extraction is shown in Figure 5. This article uses pre-trained ResNet-34 to extract 
advanced features. This model has fewer layers, fast inference speed, and can extract features that are detailed 
enough. In this study, the types of urban building recognition are divided into low-rise residential buildings, 
apartment-style residential buildings, and other types, and the above feature extraction is also based on these 
classifications. 

 

 
 

Figure 5: Urban planning feature extraction. 
 

After the two types of data processing are completed, data registration is required to ensure that these two data 
sources can be aligned in the same geographic coordinate system, ensuring accurate spatial correspondence of 

multi-source data, and effectively combining and utilizing their respective advantageous features. The first step is 
to perform coarse feature registration. In this regard, this article adopts the commonly used nearest neighbor 

matching algorithm in feature matching. For the feature vectors li in LiDAR data and sj in satellite image data, 
Euclidean distance is used to measure their similarity, as shown in Formula (1). The feature li in each LiDAR data 
can find the closest feature vector in satellite image data. In order to ensure the accuracy of matching, the 
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distance Dmax and consistency threshold are set. When the distance between two vectors is less than Dmax, the 
matching is considered successful, and each vector li can best match up to 2 sj [29]. 

 

𝑑(𝑙𝑖 , 𝑠𝑗) = √∑ (𝑙𝑖,𝑘 − 𝑠𝑗,𝑘)2𝑛
𝑘=1   (1) 

After the rough matching is completed, it is necessary to perform a more precise matching. The Iterative Closest 
Point (ICP) algorithm used in this article is to find the optimal transformation between two sets of data through 
iterative optimization, aligning their overlapping parts as much as possible [30]. At the beginning, the preliminary 
transformation relationship between the two sets of data is assumed. By searching for nearest neighbors, a point 
correspondence between two sets of data is established. Based on the point correspondence obtained above, the 
optimal transformation for minimizing the error of two sets of data is calculated. The calculated optimal 
transformation is applied to one set of data and its position is updated. Calculations, updates, and transformations 

are continuously performed until the changes are minimal. Afterward, by using overlay display, transparency 
adjustment, and other methods, the matching degree between the registration results and the original data is 

compared. Finally, the stability and consistency of the registration results are verified through multiple 
registration experiments. 

The registered data still needs to be fused into a joint feature map before it can be used for model training. 
This step of this article adopts a self-attention mechanism. Firstly, the features of the data are linearly 

transformed to obtain the corresponding query matrix Q, key matrix K, and value matrix V. The specific 
transformation formulas are shown in Formulas (2), (3), and (4): 

𝑄 = 𝑆𝑊𝑄 (2) 

𝐾 = 𝐿𝑊𝐾 (3) 

𝑉 = 𝐿𝑊𝑉 (4) 

Among them, 𝑊𝑄, ⬚⬚ 𝑊𝐾, 𝑊𝑉 are the weight matrices for converting satellite image features into query vectors, 

and LiDAR features into key vectors and value vectors, respectively. Afterward, it is necessary to measure the 
correlation between image features and LiDAR features, which determines which LiDAR features are important to 
a certain image feature. The specific operation is to calculate the similarity between the query vector and the key 
vector through the dot product and use the softmax function to obtain the corresponding attention weight matrix. 

The calculation formula is shown in Formula (5). Matrix A contains the similarity between each query and all keys, 

representing the similarity between specific image features and all LiDAR features [31].   

𝐴 = softmax (
𝑄𝐾𝑇

√𝑑𝑘
) (5) 

After obtaining matrix A, the vector V needs to be weighted and summed with A, as shown in Formula (6). Among 
them, Mi is the i-th fused feature. The purpose of this weighted sum is to emphasize the most important part of 
LiDAR features in satellite image features through the weight matrix A.   

𝑀𝑖 = ∑ 𝐴𝑖𝑗
𝑁
𝑗=1 𝑉𝑗 (6) 

Urban planning before and after data registration is shown in Figure 6. 

 

 
 

Figure 6: Urban planning before and after data registration. 

 

3.2 Model Training 

Before starting model training, the first step is to select deep learning models. At the beginning of this article, the 

following four models are considered: VGG (Visual Geometry Group) 16, which has 16 layers of depth and has a 
fast processing speed for medium-sized images, but with a large number of parameters and high computational 
resources; ResNet50, with a depth of 50 layers and an application of a residual block structure to solve the 
gradient vanishing problem in the network; InceptionV3, having parallel convolutional and pooling layers of 
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different sizes, and maintaining high precision while reducing computational complexity through separating 
convolutions; DenseNet121, with a depth of up to 121 layers, which greatly enhances feature transfer and reuse 
through dense connections, and with a small number of parameters and high computational efficiency [32]. From 
the basic characteristics of the model, it can be seen that each model has its own characteristics. In order to select 

the most suitable model, this article uses a validation set to conduct simple training and evaluation on the four 
models mentioned above, and the results obtained are shown in Table 1. Through a comprehensive comparison 
of accuracy, Mean Square Error (MSE), and F1 score, ResNet50 performs the best and can be used as the final 
model in this article. 

 

Model Accuracy MSE F1 Score 

VGG16 0.88 0.15 0.87 
ResNet50 0.93 0.10 0.92 
InceptionV3 0.90 0.13 0.89 

DenseNet121 0.91 0.12 0.90 

 
Table 1: Accuracy, MSE, and F1 score of each model. 

 

After selecting the model, relevant initialization settings are carried out. In this article, He initialization is chosen, 
which performs well in convolutional neural networks using ReLU activation functions. The first step in 
initialization is to determine the number of input nodes, calculated based on the convolutional layer size of kxk and 
the input channel of C. The number of input nodes is: 

𝑛in = 𝑘 × 𝑘 × 𝐶 (7) 

For fully connected layers, the number of input nodes is the number of output nodes from the previous layer, 

according to the standard deviation formula: 

𝜎 = √
2

𝑛in
 (8) 

After calculating the corresponding standard deviation, random weights are generated through a normal 

distribution 𝑤~𝑁(0, 𝜎2). This can generate reasonable initial values for the weight matrix of each layer, ensuring 

that the model can smoothly perform gradient descent and quickly converge to the optimal solution in the early 
stages of training. 

In terms of training parameters, Table 2 can be obtained by conducting relevant experiments on the validation 
set while ensuring other conditions are the same. When the number of training rounds is about 50, the loss values 

on the validation set tend to stabilize, indicating that the model has reached a good convergence state. When the 
batch size is 32, the model ensures high accuracy while also keeping the training time within a reasonable range. 
When the learning rate is 0.001, the model converges quickly and the loss value steadily decreases. 

 

Parameter Value Validation Loss Training Time 

(s/epoch) 

Accuracy (%) 

Epochs 10 0.47 - - 
 20 0.35 - - 
 30 0.28 - - 

 40 0.24 - - 
 50 0.22 - - 

Batch Size 16 - 50 91.2 
 32 - 45 92.5 
 64 - 40 91.8 
Learning Rate 0.01 0.25 - - 
 0.001 0.19 - - 
 0.0001 0.22 - - 

 
Table 2: Effects of training rounds, different batches, and learning rates on training. 

 

In terms of defining the loss function of the model, classification cross-entropy is used, such as Formula (9): 

𝐿𝑖 = −
1

𝑁
∑ ∑ 𝑦𝑛,𝑡

𝑇
𝑡=1

𝑁
𝑛=1 𝑙𝑜𝑔( �̂�𝑛,𝑡) (9) 

Among them, N is the number of samples; T is the number of categories; 𝑦𝑛,𝑡 represents the true label of sample 

n in category c; �̂�𝑛,𝑡 represents the predicted probability of sample i in category c. In order to overfit the model, 

this article uses L2 regularization to restrict larger weight values and make the model parameters smoother. The 
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formula is shown in Formula (10). Among them, L is the original loss function; λ is the regularization strength 

hyperparameter; iw  is the weight parameter [33]. 

𝐿𝑟𝑒𝑔𝑖 = 𝐿𝑖 + 𝜆 ∑ 𝑤𝑖
2𝑛

𝑖=1  (10) 

When selecting the optimizer, this article also conducts a data comparison. Under three different optimizer 
conditions: SGD (stochastic gradient descent), RMSProp (Root Mean Square Propagation), and Adam, 
experiments are conducted on the validation set, and the corresponding results are shown in Figure 7. The Adam 
optimizer has the lowest validation set loss value, the same training time as RMSProp, and a final accuracy of 

92.5%, which is the highest among the three optimizers. It can be chosen as the final optimizer studied in this 
article. 

 

 
 

Figure 7: The impact of different optimizers on training. 
 

In addition to regularizing the function, it is also necessary to add a Dropout layer after the fully connected layer 
of the model to further reduce the dependency relationships between neurons and prevent overfitting. 

Once the initial parameters of the model are set, formal model training needs to be carried out. Firstly, the 
data in the training set is divided into small batches, each with 32 samples. Random cropping, flipping, and other 

operations are performed on the data to increase the diversity of the samples, which helps to improve the model's 
generalization ability. Afterward, forward propagation is carried out, which is the process of obtaining the 
predicted result �̂� from input data I through model F. In this process, the input data undergoes a series of linear 

transformations and nonlinear activation functions and is transmitted layer by layer to the output layer to obtain 
the model’s predictions for each sample, as shown in Formula (11). Among them, W is the model weight. 

�̂� = 𝐹(𝐼; 𝑊) (11) 

There are many levels in model F, and after expanding the previously obtained fused feature map into a 
one-dimensional vector, it can be input into a fully connected layer. This layer fuses various local features globally 

to form a global description of the entire image and performs nonlinear changes by mapping them into the ReLU 
activation function to fit more complex functions. 

Assuming the output of the fully connected layer is A, A needs to classify the model through the SoftMax layer. 
This layer converts the output of the fully connected layer into the probability distribution of each category, 
exponentiates, and normalizes the original score so that the sum of probabilities of all categories is 1. This allows 
for a clear understanding of the model’s prediction results, as shown in Formula (12). Among them, T is the total 
number of classifications. 

𝑝𝑖 =
𝑒𝐴𝑖

∑ 𝑒
𝐴𝑗𝑇

𝑗=1

 (12) 

Afterward, the loss between the predicted results and the true labels is calculated using the previously defined loss 
function, and the gradient of the loss function on the weight W is calculated through backpropagation, as shown 

in Formula (13). Among them, 
𝜕𝐿

𝜕�̂�
 is the gradient of the loss function on the predicted value. 

𝜕𝐿

𝜕𝑊
=

𝜕𝐿

𝜕�̂�
⋅

𝜕�̂�

𝜕𝑊
 (13) 

In addition to regularizing the loss function, it is also necessary to add a dropout layer after the fully connected 
layer of the model to ensure that the model does not overfit [34]. After joining this layer, during the forward 

propagation process, the Dropout layer randomly sets the output of some neurons to 0, preventing these neurons 
from participating in the calculation in the current iteration. These discarded neurons do not have an impact on 
subsequent layers. For neurons that have not been discarded, their output is scaled up proportionally to maintain 
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the expected value of the overall output. The formula for the internal connections of forward propagation is shown 
in Formula (14): 

𝑜𝑖
(𝑙)

= {
0 𝑝

𝑜𝑖
(𝑙)

1−𝑝
1 − 𝑝

 (14) 

Among them, 𝑜𝑖
(𝑙)

 is the output of the i-th neuron in the l-th layer, and p is the Dropout probability. During the 

backpropagation process, only neurons that have not been discarded participate in gradient calculation. The 
Dropout layer sets the gradient of discarded neurons to zero to prevent them from affecting the update of model 

parameters. In the subsequent verification testing phase, the Dropout layer is closed, meaning that all neurons 
participate in the calculation and the output is not randomly discarded. In order to maintain consistency in output 
during training and testing, the Dropout layer does not perform any operations at this time, and the data passes 
directly through the layer. 

So far, a training session has been completed, and the weights of the model need to be updated using an 
optimizer to calculate the gradients. The updated formula for gradients is shown in Formula (15), where α is the 

learning rate. pt and xt are the momentum and variables of the optimizer, while  is a constant used to ensure 

numerical stability. 

𝑊𝑡+1 = 𝑊𝑡 − 𝛼 ⋅ 𝑝𝑡/(√𝑥𝑡 + 𝜖) (15) 

Throughout the entire training process, the above steps are constantly repeated, and after each training, the test 
set is used for evaluation to calculate the corresponding evaluation indicators. Model recognition of partial urban 
planning areas is shown in Figure 8. 

 

 
 

Figure 8: Urban planning area recognition. 
 

4. RESULTS 

In order to compare with traditional recognition models, this article uses the ResNet50 model without LiDAR data 
as the control group, which is evaluated experimentally using the same dataset as the model in this article. The 

learning curves of the two models throughout the entire training process are shown in Figure 9. 

 

 
 

Figure 9: Learning curves of the model in this article and ResNet50 model: (a) model in this article, (b): ResNet50 
model. 
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When analyzing the learning curves of the model in this article and the ResNet50 model, their dynamic changes 
and performance differences can be observed during the training process. The model in this article exhibits 
significant fluctuations in training and validation accuracy in the initial stage. This fluctuation is mainly due to the 
sensitivity of the model to data in the early learning stage and the influence of random initialization parameters. 

As the number of training iterations increases, the model gradually optimizes and the accuracy fluctuates, 
ultimately reaching an accuracy of about 93%. This indicates that the model in this article can achieve high 
predictive performance after a certain training period of learning and optimization. After achieving a certain level 
of accuracy, the learning curve of the model in this article shows a characteristic of high stability. Although there 
are still slight fluctuations after reaching a relatively stable accuracy, the overall trend remains at a high level, 
indicating that the model can stably maintain good predictive ability near the optimal parameters. This stability is 
crucial for the reliability and consistency of models in practical applications. In contrast, the ResNet50 model 

exhibits similar fluctuation characteristics, although it also experiences significant accuracy fluctuations in the 
initial stage. However, the final accuracy of the ResNet50 model is about 82%, which is lower than the model 
proposed in this article. The ResNet50 model shows good accuracy and stability in the later stage of training. 

Although the overall level is slightly lower, it still maintains acceptable predictive performance, but compared to 
the model in this article, it is slightly insufficient.  

Accurately evaluating the performance of recognition classification models is crucial in urban landscape 

recognition research. During the testing process of the final model, a confusion matrix is generated by comparing 
the real labels with the predicted labels. This matrix not only demonstrates the accuracy of the model on each 
category but also reveals the confusion of the model between different categories. The confusion matrix obtained 
from the testing and evaluation of the two models is shown in Figure 10. 

 

 
 

Figure 10: Confusion matrix between the model in this article and ResNet50 model: (a) confusion matrix of the 
model in this article, (b) confusion matrix of ResNet50 model. 

 

The model in this article has a high recognition accuracy in low-rise residential samples. Specifically, 896 low-rise 

residential samples are correctly identified, much higher than the 796 for the ResNet50 model. This indicates that 
combining LiDAR data significantly improves the model’s ability to recognize low-rise residential dwellings. 

Similarly, for apartment-style residential dwellings and other types, the number of correct identifications of this 
article’s model is higher than that of the pure ResNet50 model. For apartment-style residential dwellings, the 
model in this article correctly identifies 914 samples, while the ResNet50 model identifies 821 samples. For other 
types, the model in this article identifies 890, while the pure ResNet50 model identifies 783. It can be concluded 
that the application of LiDAR data has played an important role in enriching image features and enhancing the 

model’s capture of details. In contrast, the pure ResNet50 model shows a higher misclassification rate in all 
categories, further demonstrating the importance of LiDAR data. 

Taking the stable model trained on the test set as the final test result, the corresponding accuracy, precision, 
recall, and F1 score can be obtained, as shown in Table 3. 

 

Metric Proposed Model ResNet50 Model 

Accuracy 0.9310 0.8276 

Pre
cision 

Low-rise Residential 0.9290 0.8329 
Apartment-style Residential 0.9174 0.8148 

Other Types 0.9241 0.8148 

Rec
all 

Low-rise Residential 0.9177 0.7977 
Apartment-style Residential 0.9147 0.8080 

Other Types 0.9179 0.8076 
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F1 
Score 

Low-rise Residential 0.9233 0.8149 
Apartment-style Residential 0.9160 0.8114 

Other Types 0.9210 0.8112 

 

Table 3: Accuracy, precision, recall, and F1 score corresponding to the two models 
 

According to the data in Table 3, the model in this article demonstrates significant advantages over the ResNet50 
model in all evaluation indicators. In terms of accuracy, the accuracy of the model in this article reaches 93.10%, 
while the ResNet50 model is only 82.76%. This significant difference directly reflects the effective improvement 
of model performance when combined with LiDAR data. In terms of precision, the model in this article achieves 
92.90%, 91.74%, and 92.41%, respectively, in the classification of low-rise residential buildings, apartment-style 

residential buildings, and other types, while the ResNet50 model achieves 83.29%, 81.48%, and 81.48%, 
respectively. From the above data, it can be seen that the classification error of the model in this article is 
significantly smaller than that of the ResNet50 model, and its classification results are more reliable. From the 

perspective of recall rate, the recall rates of the three types of this model in this article are 91.77%, 91.47%, and 
91.79%, respectively. Under the same conditions, the recall rates of the ResNet50 model are only 79.77%, 
80.80%, and 80.76%. This reflects the superiority of the model in this article in correctly identifying positive 

samples and the effectiveness of the combination of multi-source data. From the perspective of the F1 score, for 
low-rise residential, apartment-style residential, and other types, the model in this article achieves 92.33%, 
91.60%, and 92.1%, respectively, while the ResNet50 model achieves 81.49%, 81.14%, and 81.12%. This 
difference also demonstrates the advantages of the model in this article in terms of overall classification 
performance. 

From the test set, the ROC curve (Receiver Operating Characteristic curve) and Precision-Recall curve (PR 
curve) shown in Figures 11 and 12 can also be obtained. In the ROC image of the model in this article, the AUC 

(Area Under Curve) of various buildings is around 0.96, with the highest AUC for low-rise residential buildings 
reaching 0.97. This demonstrates the high accuracy and robustness of the model in distinguishing these buildings 
in this article. In contrast, the image display performance of ResNet50 is relatively low, with an average AUC of 
around 0.84 and a maximum value of only 0.85. The AUC for all categories is lower than that of the model in this 

article. From the shape of the image curves, both models have curves that lean toward the upper left corner, 
indicating a lower false alarm rate and a higher hit rate. However, compared to this, the image on the right is 
closer to the diagonal, indicating poorer discrimination ability. From the PR curve graph, it can be seen that the PR 

curves of each classification in the model of this article are closer to the upper right corner than those of the 
ResNet50 model, indicating that the model in this article has higher precision and recall. In addition, it can be seen 
that the area below the curves of each classification in this article's model is larger than that of the ResNet50 
model, which is basically above the curve of the ResNet50 model. This indicates that the performance of this 
article's model is better than that of the ResNet50 model. 

 

 
 

Figure 11: ROC images of the model in this article and ResNet50 model: (a) ROC image of the model in this article, 
(b) ROC image of ResNet50 model. 

5. CONCLUSIONS 

This article studied the efficient identification and classification of urban architectural landscapes through the 
combination of DCNN and LiDAR data. By comparing the experimental results, it can be seen that using LiDAR 
data can significantly improve the recognition accuracy of the model in low-rise residential buildings, 
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apartment-style residential buildings, and other building types, with lower training time costs. LiDAR data not only 
provides precise spatial information but also helps the model better distinguish between buildings and the 
surrounding environment. Overall, the combination of deep convolutional networks and LiDAR data not only 
improves the precision and speed of urban architectural landscape recognition but also provides valuable method 

references and experimental benchmarks for similar research in the future. 
 

 
 

Figure 12: PR curve of the model in this article and ResNet50 model: (a) PR curve of the model in this article, (b) ): 
PR curve of ResNet50 model. 
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